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Pancreatic-type ribonucleases were studied extensively in the $20^{\text {th }}$ century and have produced a wealth of knowledge about protein structure, protein function, and enzyme catalysis. The $21^{\text {st }}$ century brings a new era in which ribonucleases are being developed as potential clinical therapeutics in a wide variety of fields.

In order for ribonucleases to be cytotoxic to cells, the ribonuclease must be internalized through endocytosis. Secondly, the ribonuclease must escape from the endosomal pathway by crossing the membrane. Once in the cytosol, the ribonuclease must be able to evade ribonuclease inhibitor (RI) in order to catalyze the degradation of RNA, which triggers the apoptotic cascade within the cell. This thesis focuses on the role of electrostatics in the internalization and endosomal escape of ribonucleases.

The three homologous members of the pancreatic-type ribonuclease superfamily studied in this thesis are Onconase (amphibian), RNase A (bovine), and RNase 1 (human). Increasing the surface positive charge of ribonucleases has been associated with increased cellular uptake and cytotoxicity. Additionally, arginine residues have been shown to be more effective than
lysine residues at increasing cellular uptake of some peptides. In CHAPTER 2, the role of lysine and arginine residues in the cellular uptake and stability of Onconase is compared and contrasted through the use of a variety of experimental methods. In CHAPTER 3, the contribution of electrostatics to the binding of ONC, RNase A, and RNase 1 to model membranes is studied. By comparing experimental binding data with computational electrostatic calculations, we were able to show that whereas electrostatic forces are sufficient to explain the cellular uptake of ONC , the cellular uptake of RNase A and RNase 1 is much higher than expected based on electrostatic forces alone.

In CHAPTER 4, explicit MD simulations are used to study the effect of salt concentration on the behavior and formation of salt bridges in IHF, a DNA wrapping protein. CHAPTER 5 describes possible future directions of research regarding the future of ribonucleases as clinical therapeutics. Specifically, methods to increase cell specificity and pharmacological half-life are proposed therein.
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## CHAPTER 1

## Introduction:

## Electrostatic Interactions between Proteins and Lipid Bilayers


#### Abstract

1.1 Abstract

Pancreatic-type ribonucleases form a conserved class of secreted enzymes that are able to catalyze the degradation of RNA. The known functions of ribonucleases include angiogenesis, bactericidal and helminthic activity, and anti-tumoral activity. The endogenous anti-tumoral activity of Onconase, an amphibian member of the pancreatic-type ribonuclease family, is well documented, but its use has been limited by its ability to access the cytoplasm. Engineered cytotoxic variants of RNase A and RNase 1, mammalian pancreatic ribonucleases, while internalized more efficiently than Onconase, still face a limit to their cytotoxicity due to low internalization efficiency. In order to gain access to the cytoplasm, ribonucleases must be endocytosed by the cell and must cross the endosomal membrane. An important factor for cellular uptake and cytotoxicity has been shown to involve electrostatic interactions. In this chapter, we provide an overview of the cell membrane, an introduction to ribonucleases, and discuss what is known about the electrostatic interaction between the two. We also review methods for computational modeling of electrostatics and the plasma membrane.


### 1.2 Introduction

The cell membrane is a barrier that separates cellular contents from the external environment. ${ }^{1}$ The cell membrane is a complex structure composed of regions with distinct physical properties. It is composed of a phospholipid bilayer with anionic phosphate headgroups sandwiching an interior hydrophobic region formed by lipid alkyl chains.

Interspersed laterally throughout the membrane are lipid rafts, which are cholesterol-rich regions, and proteins, which can serve as signaling species, channels, or enzymes. ${ }^{1}$ Cell membranes are asymmetric due to the differing composition of their inner (cytoplasmic) and outer (environmental) leaflets, which is maintained actively. The inner leaflet has a higher concentration of lipids such as phosphatidylserine and phosphatidylethanolamine. ${ }^{2}$ The outer leaflet contains glycosaminoglycans (GAGs), such as heparan sulfate, which are oligosaccharides with carboxyl or sulfuryl groups that form the highly anionic glycocalyx. ${ }^{1}$ In cancerous cells, membrane asymmetry is lost, resulting in the outer membrane containing phosphatidylserine and differential expression patterns of heparan sulfate. ${ }^{3}$

The cell membrane serves as a selectively permeable barrier that small hydrophobic molecules can cross. The cell uses endocytosis to internalize charged and large molecules, including nutrients, proteins, and even cells. Endocytosis is an energy-dependent process in which extracellular contents are internalized when the plasma membrane invaginates to form an endosome. ${ }^{4}$ The contents of the endosome are sorted for trafficking to various cellular compartments or degradation in the lysosome.

There are several types of endocytosis, including phagocytosis, receptor-mediated endocytosis, and pinocytosis. These broad endocytic pathways use overlapping machinery. Large particles, even cells, are internalized with phagocytosis by specialized immune cells. ${ }^{5}$ Receptor-mediated endocytosis, used by all cells, requires a specific ligand-receptor interaction that triggers endocytosis. ${ }^{6}$ Phagocytosis and receptor-mediated endocytosis use clathrin-coated pits. Dynamin is a protein used in receptor-mediated endocytosis and pinocytosis. Pinocytosis is nonspecific, adsorptive endocytosis and is used primarily for the
uptake of fluid and solutes by all cells. ${ }^{4}$ Molecules that bind to GAGs in the glycocalyx, such as heparan sulfate or sialic acid, can be internalized by GAG-mediated endocytosis, which can be either pinocytosis or mediated by a receptor. ${ }^{7}$

Long-range electrostatic interactions are important for membrane association and internalization. Because of the anionic nature of the cell membrane, cationic molecules are attracted to the cell surface. ${ }^{8}$ The importance of electrostatic forces for a particular interaction can be probed by altering the electrostatic nature of the components or by altering solute concentration. If electrostatics perform an important role in binding, increasing or decreasing the amount of charge in a component should affect binding accordingly. Alternatively, because of the screening nature of ions, increasing the salt concentration of a reaction will also decrease the rate of association. For example, DNA and RNA, which are highly anionic, show a strong salt dependence in their interactions with other biological molecules. ${ }^{9-11}$ In this thesis, I use both of these methods to study electrostatic forces.

While endocytosis is a useful tool necessary for cell survival, some pathogens and toxins are able to hijack the endocytotic machinery to enter the cell. For example, the hemagglutinin protein on influenza A virus binds to sialic acid in the glycocalyx, triggering endocytosis. ${ }^{12}$ The cell-penetrating peptide, nonaarginine, binds to heparan sulfate ${ }^{13}$ and is not only endocytosed: importantly, it can internalize attached cargo. ${ }^{14}$ Increasing our understanding of endocytosis is of importance as a basic biological question, but could also provide information on how to both defend against pathogens and deliver pharmacological therapeutics directly to the cytoplasm.

### 1.3 Pancreatic Ribonucleases

Pancreatic-type ribonucleases form a class of secretory ribonucleases that were among the most-studied enzymes of the $20^{\text {th }}$ century. Secretory ribonucleases are small secreted enzymes composed of approximately 100 amino acids with a characteristic tertiary structure composed of a central four stranded anti-parallel $\beta$-sheet flanked by two $\alpha$-helices. ${ }^{15}$ The active site lies in a cleft created by an $N$-terminal $\alpha$-helix and a $\beta$-sheet. Pancreatic ribonucleases catalyze the cleavage of RNA with varying efficiency ranging from $k_{\text {cat }} / K_{\mathrm{M}}=310 \mathrm{M}^{-1} \cdot \mathrm{~s}^{-1}$ to $52 \times 10^{6}$ $\mathrm{M}^{-1} \cdot \mathrm{~s}^{-1} \cdot{ }^{16,17}$ Of the many functions attributed to pancreatic ribonucleases, most depend on their ability to catalyze the degradation of RNA. ${ }^{18}$ Although they have a common structure, pancreatic ribonucleases have evolved significantly and demonstrate extensive sequence variance, possibly explaining the wide variety of functions displayed by the family. Described functions of pancreatic ribonucleases include angiogenesis, ${ }^{19}$ immunity, ${ }^{20}$ and cytotoxicity. ${ }^{15}$

The cytotoxicity of pancreatic ribonucleases is currently being investigated with applications towards the treatment of cancer. ${ }^{21}$ In order to be cytotoxic, ribonucleases must be endocytosed, escape the endosome, evade a cytoplasmic ribonuclease inhibitor (RI), and retain the ability to degrade RNA. ${ }^{22}$ Onconase (ONC), an amphibian member of the pancreatic ribonuclease family, was discovered to have innate cytotoxicity towards mammalian cancer cells, ${ }^{23}$ which was understood later to be due to its ability to evade RI. ${ }^{24} \mathrm{RI}$ is a $\sim 50 \mathrm{kDa}$ protein present in the cytoplasm at concentrations of $\sim 4 \mu \mathrm{M} .{ }^{18}$ RI binds ribonucleases and inhibits their catalytic activity through steric occlusion of their active site, ${ }^{25}$ resulting in an abolishment of their biological function. RNase A, bovine pancreatic
ribonuclease, and RNase 1, the human pancreatic ribonuclease, bind RI with femtomolar affinity, resulting in a lack of cytotoxicity. ${ }^{26}$

Cytotoxic variants of RNase A and RNase 1 have been engineered to evade RI. ${ }^{17,26}$ ONC and a cytotoxic variant of RNase $1^{27}$ are currently in clinical trials for cancer. ${ }^{28}$ Interestingly, cytotoxic variants of RNase A and RNase 1 have similar $\mathrm{IC}_{50}$ values to ONC , despite having $k_{\text {cat }} / K_{\mathrm{M}}$ values 3 orders of magnitude higher than ONC and demonstrating cellular uptake up to 10 -fold higher than ONC. ${ }^{17,29,27,30}$ Understanding the cellular uptake of ribonucleases and the contribution of cell-surface components could provide important information for their chemotherapeutic potential

### 1.4 Ribonuclease-Cell Surface Interactions

Ribonuclease internalization limits their cytotoxic potential. Injection of ribonucleases directly into the cytoplasm yields toxicity at picomolar levels. ${ }^{31}$ By comparison, cell incubation with ribonucleases results in $\mathrm{IC}_{50}$ values in the micromolar range. ${ }^{15}$ Ribonucleaseuptake by cells is energy-dependent and occurs via endocytosis. ${ }^{32}$ ONC, RNase 1, and RNase A exhibit insaturable cellular uptake in $\mathrm{HeLa}, \mathrm{CHO}$, and $\mathrm{K}-562$ cells at concentrations up to $10 \mu \mathrm{M}$ at $37^{\circ} \mathrm{C}$, which is consistent with non-receptor mediated endocytosis. ${ }^{32,29,30}$ Additionally, ONC is internalized at a rate similar to bulk-rate endocytosis and does not bind to sialic acid or heparan sulfate. Yet, an inhibition of dynamin and AP2, proteins involved in receptor-mediated endocytosis, does result in a decrease in ONC internalization. ${ }^{33}$ Additionally, a high-affinity receptor has been reported for ONC on cultured 9L glioma
cells, ${ }^{34}$ however, this receptor has never been identified. In summary, whereas receptormediated endocytosis could play a role in ONC internalization, it appears that the vast majority of ONC internaliation occurs by pinocytosis.

An RI-evasive variant of RNase A, D38R/R39D/N67R/G88R (DRNG) RNase A $(Z=+6)$, has been shown to bind to sialic acid and heparan sulfate on the cell surface, possibly explaining why it is internalized at a 10 -fold higher rate compared to ONC . Although RNase A $(Z=+4)$, RNase $1(Z=+6)$, and $\operatorname{ONC}(Z=+5)$ all have similar net charges, as mentioned above, they exhibit highly variable cellular uptake..$^{35,30}$ Both the cellular uptake and cytotoxicity of RNase A are strongly determined by electrostatic interactions. A strong positive correlation between net charge and both cellular uptake and cytotoxicity was demonstrated by measuring these properties in variants of RNase A where the carboxyl groups in RNase A were amidated with ethylenediamine (converting the negative charges to positive charges), with 2-aminoethanol (neutralizing the negative charges), or with taurine (maintaining the negative charges). ${ }^{36}$ Site-directed mutagenesis was used to create an E49R/D53R/G88R RNase A variant that also demonstrated increased cytotoxicity. ${ }^{37}$ Both of these types of experiments increased the net positive charge of RNase A, but also altered the surface electrostatic distribution.

A neutral RI-evasive variant of RNase 1, R39D/N67D/N88A/G89D/R91D (DDADD) RNase 1, was engineered and found to be mildly cytotoxic. ${ }^{26}$ DDADD RNase $1(Z=0)$ was internalized to a much lower degree as compared to wild-type RNase $1(Z=+6)$, most likely because of its decreased charge. ${ }^{29}$ In summary, although the net charge of RNase 1 shows a
positive correlation with internalization, the distribution of surface charge could also drive membrane association, thus making a net positive charge not critical for internalization.

After ribonucleases are internalized, they must translocate across the endosomal membrane in order to access the cytoplasm. After the endosome forms, its interior is quickly acidified and non-specific esterases cleave the glycocalyx from the endosomal membrane, leaving a lipid bilayer with phosphate head groups. At this point, endosomes can fuse with lysosomes, targeting its contents for degradation, or can be targeted for returning to the plasma membrane via the recycling endosomes.

### 1.5 Pancreatic Ribonuclease-Lipid Bilayer Interaction

Translocation across the endosomal membrane in order to reach the cytoplasm limits cytotoxicity as minimal amounts of ribonuclease are able to cross the endosomal membrane. ${ }^{38}$ The intracellular trafficking of RNase 1, RNase A, and ONC has been studied in cellulo. RNase 1 and RNase A are trafficked to the late endosome or lysosome, ${ }^{32,39}$ while ONC most likely enters the cytoplasm from the recycling endosomes. ${ }^{33}$ As endosomes mature, the internal pH becomes more acidic. Neutralizing the pH of endosomes in cellulo greatly increases the cytotoxicity of $\mathrm{ONC},{ }^{33}$ implying that ONC translocates across the endosomal membrane more efficiently at neutral pH . Though as discussed above, the cellular uptake of ONC does not depend upon its surface charge distribution. Cytotoxicity, however, is affected by changes to surface charge distribution, possibly due to changes in the ability of ONC to translocate across the endosomal membrane. ${ }^{35}$

Large unilamellar vesicles (LUV; $r \sim 50 \mathrm{nM}$ ) are used as an in vitro model for studying protein-lipid bilayer interaction and have provided insight into the interaction between ribonucleases and lipid bilayers. RNase 1 is able to bind to LUVs containing anionic lipids, but it is unable to induce aggregation or fusion of vesicles. RNase A does not bind to LUVs containing anionic lipids. ${ }^{40}$ Eosinophil cationic protein (ECP) $(Z=+14)$, which is human RNase 3, interacts with the cell surface of bacteria and helminthes to cause cell death through the disruption of the plasma membrane. ${ }^{41}$ ECP can induce aggregation of vesicles followed by disruption of LUV structure, resulting in small pores. In contrast, another human member of the pancreatic ribonuclease family, RNase 7, causes small pores to form in the vesicles before causing aggregation. ${ }^{42}$ Interestingly, while RNase 7 and ECP have similar net charges, they have a very different composition of basic residues. RNase 7 has 18 lysine residues and 4 arginine residues whereas ECP has 18 arginine residues and 1 lysine residue. Lysine and arginine may not have equivalent effects on lipid bilayers, despite having similar charge.

To increase our understanding of potential mechanisms for ribonuclease translocation across lipid bilayers, studying cell-penetrating peptides (CPP), such as penetratin and mellitin, can provide insight. CPP's are $\sim 10-30$ amino acids long, have a high ratio of cationic:anionic/neutral residues, and are also able to internalize attached cargo. ${ }^{43}$ Mellitin is derived from bee venom and is able to cross a lipid bilayer. The translocation mechanism involves the formation of a toroidal shaped pore in the lipid bilayer, allowing solutes to cross the membrane. ${ }^{44}$ Penetratin forms an amphipathic $\alpha$-helix that allows insertion into the membrane. ${ }^{45,46}$ Studying the effect of CPPs on membrane structure and stability can also be done with computational modeling.

### 1.6 Computational Analysis of Protein/Membrane Interactions

While noncovalent molecular forces can be investigated experimentally, computer modeling can be a useful technique as well. Computer modeling can provide mechanistic or structural insight that would be difficult to obtain experimentally. For example, it is fairly straightforward to measure thermodynamic and kinetic parameters for the binding of CPPs to a lipid vesicle. ${ }^{47}$ As mentioned above, from experimental evidence, melittin was believed to form a toroidal pore in lipid bilayers based on the pore's size and irregularity. These pores were hypothesized to have lipid headgroups on their sides to minimize charge repulsion from multiple melittin helices within the pore. Molecular Dynamic (MD) simulations were able to confirm the presence of lipid headgroups on the sides of the pores in addition to matching the experimental pore size. ${ }^{48} \mathrm{MD}$ Simulations have also been used to describe the distortion of the lipid bilayer caused by CPPs, as well as the introduction of water into the hydrophobic region due to charged amino acid insertion. ${ }^{49}$ Computer modeling is also useful as a predictive tool for experimental design. De novo proteins have been designed with desired functions by using software and tools that predict protein structure and folding, such as Rosetta ${ }^{50}$ and distributed computing. ${ }^{51}$

The major hurdle to modeling biological questions involves the timescale of biological processes and the size of the macromolecules involved in biological questions. ${ }^{9}$ Traditionally, explicit computational modeling includes every atom in the system and calculates the forces and velocities of all atoms at every timestep, usually a femtosecond. Although this approach
works well for small molecules or reactions that occur on the nanosecond timescale, many biological processes occur on a millisecond to minute timescale ${ }^{52}$ and involve thousands of atoms. The computational expense involved is prohibitive for questions involving conformational changes in proteins or the binding of large macromolecules, among others. To avoid this prohibitive time expense, implicit modeling averages the effect of system properties.

Because electrostatics plays a large role in conformational changes in proteins and binding processes, continuum electrostatics are used to implicitly model parts of the system to decrease computational expense. ${ }^{53}$ For example, solvent electrostatic properties are averaged as a dielectric continuum. When the electrostatic energy of the system is calculated, the electrostatic energies between the solute and explicit solvent molecules are replaced by the electrostatic energy between the solute and the averaged solvent. By replacing explicit water molecules with a continuum to describe the solvent, the computational demands are decreased. Implicit solvents work well at approximating bulk solvent properties; however, explicit water molecules should be included at solvent interfaces or if necessary for conformational stability. ${ }^{54}$

The Poisson-Boltzmann equation has been used to solve the energetics of systems with implicit solvents. ${ }^{55}$ Starting from the Poisson equation,

$$
\begin{equation*}
-\nabla^{2} V(\overline{\mathrm{r}})=\frac{\rho(\stackrel{\mathrm{r}}{\mathrm{r}})}{\varepsilon_{0}} \tag{1.1}
\end{equation*}
$$

where $V(\overrightarrow{\mathrm{r}})$ is the electrostatic potential, $\rho(\overrightarrow{\mathrm{r}})$ is the charge distribution, and $\varepsilon_{0}$ is the permittivity of free space, we first account for the presence of an inhomogeneous dielectric, $\varepsilon(\stackrel{\rightharpoonup}{\mathrm{r}})$. This results in the following equation:

$$
\begin{equation*}
-\nabla \cdot \varepsilon(\overline{\mathbf{r}}) \nabla V(\overline{\mathrm{r}})=\rho(\overrightarrow{\mathbf{r}}) \tag{1.2}
\end{equation*}
$$

The charge distribution refers to the fixed charges in the system and the ions in the system, which are mobile. The Boltzmann distribution is used to describe the ion distribution. The number density for positive and negative ions is given by:

$$
\begin{equation*}
n_{ \pm}=n_{\infty} \exp \left(-U_{ \pm} / k_{\mathrm{B}} T\right) \tag{1.3}
\end{equation*}
$$

where $n_{\infty}$ is the bulk ion concentration, $k_{\mathrm{B}}$ is Boltzmann's constant, $T$ is the temperature, and $U_{ \pm}$is the free energy for the position of the ion. Substituting the ion distribution into the Poisson equation and assuming a 1:1 electrolyte and fixed charge distribution $\rho_{\mathrm{f}}(\overline{\mathrm{r}})$ results in:

$$
\begin{equation*}
-\nabla \cdot \varepsilon(\vec{r}) \nabla V(\vec{r})=\rho_{\mathrm{f}}(\stackrel{\rightharpoonup}{r})+q n_{+}-q n_{-} \tag{1.4}
\end{equation*}
$$

If one assumes that the free energy of the potential mean force of the ion is its charge times the potential, then equation 1.4 leads to the Poisson-Boltzmann equation:

$$
\begin{equation*}
-\nabla \cdot \varepsilon(\vec{r}) \nabla V(\stackrel{\rightharpoonup}{r})=\rho_{\mathrm{f}}(\stackrel{\rightharpoonup}{r})-2 q n_{\infty} \sinh \left(q V(\vec{r}) / k_{\mathrm{B}} T\right) \tag{1.5}
\end{equation*}
$$

The Poisson-Boltzmann equation is a nonlinear differential equation and can only be solved numerically. In summary, the assumptions of the model are that the ions are treated as point charges that do not interact with the polarization on other induced charges. ${ }^{55}$ The charges are treated additively in a Coulombic treatment.

Lipid bilayers are an active area of implicit model development. The heterogeneous nature of the bilayer complicates model development. While aqueous bulk solvent can be assumed to be homogeneous and modeled with a dielectric of $\sim 80$ because the extensive hydrogen bonding network in water results in high levels of charge shielding and excellent solvation of charged species. In contrast, any implicit membrane model must account for the presence of the hydrophobic interior and the hydrophilic region. The hydrophilic region of a lipid bilayer has a high density of charge due to the presence of phosphate head groups and the sulfate and sugar groups on the glycocalyx, and therefore has a dielectric similar to that of water. ${ }^{56}$ This region can be modeled as negative charges of a determined density, as dipoles, or with a term derived from the Gouy-Chapman theory for an electrostatic double layer. The hydrophobic interior, on the other hand, is composed of the carbon alkyl chains of lipids and cholesterol and can be modeled as an organic solvent region. An organic solvent, such as cyclohexane, has a dielectric of $\sim 2$ and provides negligible solvation for charged species. ${ }^{56}$ One drawback of modeling membranes implicitly includes the inability to capture protein-induced lipid clustering.

Computational studies of proteins with implicit membranes have been used for several purposes. Poisson-Boltzmann calculations using an implicit membrane with the hydrophilic
region modeled as a anionic spheres were used to determine the most energetically favorable protein-membrane orientation for cytochrome $c .{ }^{57}$ Recently, an elasticity model was incorporated into an implicit membrane with dipole charges to account for membrane deformation in studies on the favorability of amino acid insertion into the hydrophobic region. Using continuum electrostatics combined with an elasticity model, workers were able to recreate insertion energies of amino acids to within an average $1.3 \mathrm{kcal} / \mathrm{mol}$ from explicit MD simulations. ${ }^{58}$

The binding of CPPs with an implicit membrane incorporating a Gouy-Chapman electrostatic term accurately captured the energetics and behavior of CPPs in implicit MD simulations. Additionally, the MD simulations provided insight into the penetration of hydrophobic residues into the hydrophobic lipid core. In simulations of penetratin, which forms an amphipathic helix in membranes, the final snapshot showed insertion of approximately one-third of the helix after $1 \mathrm{~ns} .{ }^{59}$

This thesis investigates the role of electrostatic interactions in macromolecular association and behavior. In Chapter 2, the effect of lysine and arginine residues on the cellular uptake and biochemical properties of Onconase is studied by using a variety of experimental methods. In Chapter 3, the contribution of electrostatics to the binding of ONC, RNase A, and RNase 1 to model membranes is studied by using both experimental and computational techniques. In Chapter 4, explicit MD simulations are used to study the effect of salt concentration on salt bridge formation in IHF, a DNA wrapping protein. Chapter 5 directs the reader to future directions of the work. Together, the work extends extant knowledge of
ribonuclease internalization and provokes new ideas for designing cytotoxic variants of ribonucleases.

Figure 1.1 Structures of pancreatic-type ribonucleases.

Cartoon models of ONC (A), RNase A (B), and RNase 1 (C) are superimposed with electrostatic potential maps using PyMOL (PDB entries 1ONC, 7RSA, and 1Z7X, respectively). Areas with positive electrostatic potential are blue and areas with negative electrostatic potential are red.
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Figure 1.2 Cytotoxic pathway of pancreatic-type ribonucleases

Pancreatic-type ribonucleases (depicted as the blue kidney-shaped object) bind to the cell surface and undergo endocytosis. The ribonuclease must then escape from the endosomal organelles into the cytosol. Ribonuclease inhibitor (the red pacman-shaped object) can prevent ribonuclease-mediated cytotoxicity provided the ribonuclease is unable to evade it. Onconase is able to evade RI, however, RNase A and RNase 1 bind to RI with femtomolar affinity.

## CHAPTER 2

# Arginine Residues are More Effective than Lysine Residues in Eliciting the Cellular Uptake of Onconase 

Contribution:
This chapter was submitted as:
Sundlass, N. K., Raines, R. T. (2011) Arginine Residues are More Effective than Lysine Residues in Eliciting the Cellular Uptake of Onconase.

### 2.1 Abstract

Onconase is an amphibian member of the pancreatic ribonuclease family of enzymes and is in clinical trials for the treatment of cancer. Onconase, which has an abundance of lysine residues, is internalized by cancer cells through endocytosis in a mechanism similar to that of cell-penetrating peptides. Here, we compare the effect of lysine versus arginine residues on the biochemical attributes necessary for Onconase to elicit its cytotoxic activity. In the variant R-Onconase, ten of the twelve lysine residues in Onconase are replaced with arginine, leaving only the two active-site lysines intact. Cytometric assays quantifying internalization showed a 3-fold increase in the internalization of R-Onconase compared with Onconase. R-Onconase also showed a 2-fold increase in ribonucleolytic activity. Nonetheless, arginine substitution endowed only a slight increase in toxicity towards human cancer cells. Analysis of denaturation induced with guanidine -HCl showed that R -Onconase has less conformational stability than does the wild-type enzyme; moreover, R-Onconase is more susceptible to proteolytic degradation. These data indicate that arginine residues are more effective than lysine in eliciting cellular internalization, but can compromise other aspects of protein structure and function.

### 2.2 Introduction

Delivering an exogenous protein to the cytosol is a challenge. Although some proteins can enter cells by receptor-mediated endocytosis, most do not have cell-surface receptors. Here,
we investigate a key biochemical feature of a protein that lacks a cell-surface receptor but has an intrinsic ability to gain entry to the cytosol of human cells.

Pancreatic-type ribonucleases readily undergo endocytosis and can exhibit specific toxicity towards cancerous cells by degrading cellular RNA. Their binding to the cell surface is not saturable, ${ }^{32}$ and is mediated by nonspecific Coulombic interactions. ${ }^{29}$ Onconase (ONC) is an $11.8-\mathrm{kDa}$ pancreatic-type ribonuclease discovered originally in the oocytes of the Rana pipiens frog. ONC possesses endogenous anti-tumoral activity and has been granted fast-track and orphan-drug status for the treatment of malignant mesothelioma. ${ }^{60,21,22,61,62}$ Although ONC contains endogenous cytotoxicity, its rate of internalization seems to limit its effectiveness, as the cellular uptake of ONC is only slightly faster than fluid-phase uptake. ${ }^{63}$ Moreover, the clinical utility of ONC has been limited by its rapid accumulation in the kidneys, ${ }^{64,65}$ resulting in dose-limiting renal toxicity. ${ }^{28}$ While two saturable binding sites with $K_{\mathrm{D}}$ of 0.062 and $0.25 \mu \mathrm{M}$ were reported to exist for 9 L glioma cells, ${ }^{34}$ binding to HeLa cells and CHO cells was later shown to be unsaturable at concentrations up to $10 \mu \mathrm{M}$, indicative of nonspecific binding. ${ }^{32,30}$

Natural cell-penetrating peptides, such as HIV-TAT or penetratin, have a preponderance of cationic residues and are endocytosed readily. ${ }^{66,67}$ Interestingly, lysine and arginine residues affect the internalization of such peptides to differing degrees. For example, replacing all of the cationic residues in penetratin with either lysine or arginine revealed a tenfold advantage for the all-arginine variant compared with the all-lysine variant. ${ }^{68}$ This trend is also apparent with synthetic cell-penetrating peptides, as nonaarginine is internalized more readily and is more disruptive to synthetic lipid bilayers than is nonalysine. ${ }^{69}$ Arginine forms
more stable hydrogen bonds with phosphoryl groups at physiological temperature, ${ }^{70}$ and could also form a stable interaction with the carboxyl, phosphoryl, and sulfuryl groups on the cell surface, thus triggering endocytosis. ${ }^{13}$

Increasing the net positive charge ( $Z$ ) of a protein by either chemical modification or sitedirected mutagenesis can increase its internalization. ${ }^{36,71,72}$ For example, green fluorescent protein (GFP) is a highly anionic protein $(Z=-9)$ that is not taken up by cells. Replacing five acidic residues with arginine on one face of the folded protein endowed GFP with the ability to undergo endocytosis. ${ }^{73}$ Installing even more cationic residues generated a variant $(Z=+36)$ that not only undergoes endocytosis, but also internalizes pendant cargo. ${ }^{74}$ Likewise, installing arginine residues in two homologues, bovine pancreatic ribonuclease (RNase A) and the bullfrog sialic acid-binding lectin, increases their internalization. ${ }^{75,37}$ Cytotoxicity has been linked to the net positive charge of a protein, ${ }^{29}$ as well as the distribution of that charge. ${ }^{76}$ None of these studies, however, examined whether lysine and arginine residues have a differential effect on the cellular internalization of a protein and its subsequent function.

ONC is a highly cationic protein. Among its 104 residues, twelve are lysine and three are arginine (Figure 2.1), ${ }^{77}$ leading to $Z=+5$ and $\mathrm{p} I>9 .{ }^{78}$ Herein, we report on the consequences of replacing the ten non-active-site lysine residues of ONC with arginine. We find that the increased arginine content has significant effects on cellular uptake as well as on important biochemical attributes of ONC.

### 2.3 Methods

### 2.3.1 Materials

K-562 cells were derived from a continuous human chronic myelogenous leukemia cell line and obtained from American Type Culture Collection (Manassas, VA). Escherichia coli strain BL21(DE3) cells and plasmid pET22b $(+$ ) were from Novagen (Madison, WI).

Restriction enzymes were from New England Biolabs (Ipswich, MA), and other enzymes were from Promega (Madison, WI). 6-Carboxyfluorescein-dArUdGdA-6-carboxytetramethylrhodamine (6-FAM-dArUdGdA-6-TAMRA) was obtained from Integrated DNA Technologies (Coralville, IA). Cell culture medium and supplements were from Invitrogen (Carlsbad, CA). [methyl $\left.{ }^{3} \mathrm{H}\right]$ Thymidine ( $6.7 \mathrm{Ci} / \mathrm{mmol}$ ) was from PerkinElmer (Boston, MA). Mes was from Sigma-Aldrich (St. Louis, MO); Mes buffers were purified by anion-exchange chromatography to remove oligo(vinylsulfonic acid), which is a potent inhibitor of ribonucleases that contaminates commercial chemicals derived from ethanesulfonic acid. ${ }^{79}$ All other chemicals used were of commercial grade or better, and were used without further purification.

### 2.3.2 Analytical Instruments

Molecular mass was measured by MALDI-TOF mass spectrometry using a Voyager-DEPRO Biospectrometry Workstation (Applied Biosystems, Foster City, CA). Fluorescence was quantified with an Infinite M1000 plate reader (Tecan, Männedorf, Switzerland). CD
experiments were performed with a model 62A DS CD spectrophotometer equipped with a temperature controller (Aviv, Lakewood, NJ) at the University of Wisconsin-Madison Biophysics Instrumentation Facility. Radioactivity was quantified by scintillation counting using a Microbeta TriLux liquid scintillation counter (Perkin-Elmer, Wellesley, MA). Flow cytometry data were collected in the University of Wisconsin Paul P. Carbone Comprehensive Cancer Center with a FACSCalibur flow cytometer equipped with a 488 nm argon-ion laser (Becton Dickinson, Franklin Lakes, NJ).

### 2.3.3 Production of Ribonucleases

Synthetic DNA encoding a pelB leader sequence followed by R-ONC, in which all lysine residues had been converted to arginine with the exception of the active-site lysines, Lys9 and Lys31, was from GENEART (Burlington, Ontario, Canada). This gene was inserted into plasmid pET(22b)+ using Nde1 and Sal1 restriction enzymes. R-ONC was purified from inclusion bodies as described previously ${ }^{15}$ with the following exceptions. R-ONC was folded at $4{ }^{\circ} \mathrm{C}$ for five days following a slow, ten-fold dilution into 0.10 M Tris- HCl buffer at pH 7.8 containing L-arginine ( 0.5 M ), reduced glutathione ( 3.0 mM ), and oxidized glutathione $(0.6 \mathrm{mM})$. Following concentration by ultrafiltration, R-ONC was purified by FPLC using a Superdex G-75 gel-filtration column (GE Healthcare, Piscataway, NJ) in 50 mM sodium acetate buffer at pH 5.0 containing $\mathrm{NaCl}(0.10 \mathrm{M})$ and $\mathrm{NaN}_{3}(0.02 \% \mathrm{w} / \mathrm{v})$. Further purification by FPLC using a 5 mL HiTrap SPHP column and a linear gradient of NaCl $(0.15-0.45 \mathrm{M})$ in 50 mM sodium acetate buffer at pH 5.0 . Protein concentration was
determined using ultraviolet spectroscopy using extinction coefficients of $\varepsilon_{280}=0.87$ ( $\left.\mathrm{mg} \cdot \mathrm{mL}^{-1}\right)^{-1} \cdot \mathrm{~cm}^{-1}$ for both ONC and R-ONC.

### 2.3.4 Production of Labeled Ribonucleases

The purification of R-ONC was complicated by incomplete cleavage of the pelB leader sequence. Accordingly, site-directed mutagenesis was used to replace the pelB leader sequence with a methionine residue to create $\operatorname{Met}(-1)$ R-ONC. In addition, Ser61 was replaced with a cysteine residue to create $\mathrm{S} 61 \mathrm{C} \mathrm{ONC}{ }^{76}$ and S61C Met(-1) ONC, which are poised for $S$-alkylation. Following gel-filtration chromatography, the sulfhydryl groups of S61C Met(-1)R-ONC and S61C ONC were protected by reaction with 5,5'-dithio-bis(2-nitrobenzoic acid), and the resulting proteins were dialyzed overnight against 50 mM sodium acetate buffer at pH 5.0. Protected S61C ONC and S61C Met(-1)R-ONC were purified by FLPC using a 5mL HiTrap SPHP column and a linear gradient of $\mathrm{NaCl}(0.15-0.45 \mathrm{M})$ in 50 mM sodium acetate buffer at pH 5.0. To remove the methionine at its N -terminus, S61C Met $(-1) \mathrm{R}-\mathrm{ONC}$ was incubated with aminopeptidase for 24 h at $37^{\circ} \mathrm{C}$ in PBS at pH 8.0.

S61C variants protected as a mixed disulfide with 2-nitro-5-thiobenzoic acid were deprotected with a 5 -fold molar excess of dithiothreitol, then desalted by using a PD-10 desalting column (GE Biosciences, Piscataway, NJ). Deprotected proteins in PBS were reacted for $4-6 \mathrm{~h}$ at $25^{\circ} \mathrm{C}$ with a 10 -fold molar excess of fluorogenic label $1,{ }^{80}$ which was a generous gift from

L. D. Lavis (Janelia Farm Research Campus, Howard Hughes Medical Institute). The reaction was quenched by rapid dilution into 50 mM sodium acetate buffer at pH 5.0. Conjugates were purified by FPLC using a $5-\mathrm{mL}$ HiTrap SPHP column, and the concentration of conjugates were determined with a bicinchoninic acid assay kit (Thermo Fisher Scientific, Rockford, IL) and bovine serum albumin as a standard.

### 2.3.5 Assays of Catalytic Activity

The ribonucleolytic activity of ONC and its variants was measured by monitoring cleavage of a hypersensitive fluorogenic substrate, 6-FAM-dArUdGdA-6-TAMRA, as described previously. ${ }^{81}$ Fluorescence emission at 515 nm , following excitation at 492 nm , in the presence of enzyme was measured in 0.10 M Mes- NaOH buffer at pH 6.0 containing 0.10 $\mathrm{M} \mathrm{NaCl}, 6-\mathrm{FAM}-\mathrm{dArUdGdA}-6-T A M R A(50 \mathrm{nM})$, and human ribonuclease inhibitor (0.1 $\mathrm{nM})$ at $25^{\circ} \mathrm{C}$. Values for $k_{\mathrm{cat}} / K_{\mathrm{M}}$ were calculated with the equation:

$$
\begin{equation*}
k_{\mathrm{cat}} / K_{\mathrm{M}}=\left(\frac{(\Delta F / \Delta t)}{F_{\max }-F_{0}}\right) \frac{1}{[\mathrm{E}]} \tag{2.1}
\end{equation*}
$$

In equation 2.1, $\Delta F / \Delta t$ is the initial slope of the reaction, $F_{0}$ is the initial fluorescence intensity, $F_{\max }$ is the fluorescence intensity once the reaction is brought to completion, and [E] is the concentration of the enzyme.

### 2.3.6 Cytotoxicity Assays

The effect of ONC and R-ONC on the proliferation of K-562 cells was assayed as described previously. ${ }^{15} \mathrm{~K}-562$ cells were incubated for 44 h with ribonuclease before treatment with $\left[\right.$ methyl $\left.-{ }^{3} \mathrm{H}\right]$ thymidine for 4 h , at which time the incorporation of radioactive thymidine into cellular DNA was quantitated by liquid scintillation counting. The results are shown as the percentage of $\left[\right.$ methyl $\left.l^{3} \mathrm{H}\right]$ thymidine incorporated relative to untreated cells. Values for $\mathrm{IC}_{50}$ were calculated by fitting the curves by nonlinear regression to the equation:

$$
\begin{equation*}
y=\frac{100 \%}{1+10^{\left(\log \left(\left[\mathrm{C}_{50}\right)-\log [\text { [ibonuclease }]\right)\right.}} \tag{2.2}
\end{equation*}
$$

where $y$ is the total DNA synthesis following the $\left[\right.$ methyl- $\left.{ }^{3} \mathrm{H}\right]$ thymidine pulse, and $h$ is the slope of the curve.

### 2.3.7 Flow Cytometry Assays

The internalization of fluorogenic ONC and R-ONC into K-562 cells was determined by monitoring the deprotection of the fluorophore after encountering intracellular esterases. ${ }^{76} \mathrm{~K}$ 562 cells from near confluent flasks were collected by centrifugation and resuspended at a
density of $1 \times 10^{6}$ cells $/ \mathrm{mL}$ in fresh RPMI 1640 containing FBS ( $10 \% \mathrm{v} / \mathrm{v}$ ). Labeled or unlabeled ribonuclease $(10 \mu \mathrm{M})$ were incubated with $\mathrm{K}-562$ cells for 3 h at $37^{\circ} \mathrm{C}$. To quench internalization, K-562 cells were collected by centrifugation at 1000 rpm for 5 min at $4{ }^{\circ} \mathrm{C}$, washed once with ice-cold PBS, and resuspended in $300 \mu \mathrm{~L}$ of PBS. Samples remained on ice until analyzed by flow cytometry.

Fluorescence was detected through a $530 / 30 \mathrm{~nm}$ band-pass filter. Cell viability was determined by staining with propidium iodide, which was detected through a 660 nm longpass filter. The mean channel fluorescence intensity of $10^{4}$ viable cells was determined for each sample with CellQuest software and used for subsequent analysis.

### 2.3.8 Heparin-affinity Chromatography

The affinity of ONC and R-ONC for heparin was measured in vitro. Each ribonuclease was dissolved in PBS at pH 7.0 and loaded onto a 1.0 mL HiTrap Heparin HP column (GE Healthcare, Piscataway, NJ). The column was washed with PBS and ribonucleases were eluted with a gradient of $\mathrm{NaCl}(0.00-0.45 \mathrm{M})$ in PBS . Columns were run sequentially, not simultaneously. Protein elution was monitored by absorbance at 280 nm .

### 2.3.9 Guanidine-HCl Induced Transition Curves

The guanidine- HCl -induced unfolding of ONC and $\mathrm{R}-\mathrm{ONC}$ were monitored by fluorescence spectroscopy. Assays were performed in 100 mM sodium acetate buffer at pH 5.5 containing protein ( $25 \mu \mathrm{~g} / \mathrm{mL}$ ) and guanidine $-\mathrm{HCl}(0-6.8 \mathrm{M})$. After equilibration, five
fluorescence spectra were recorded from $310-380 \mathrm{~nm}$. The bandwidth was 5 nm for excitation at 295 nm and 10 nm for emission. From these spectra, the shift of the wavelength of maximal emission $(y)$ as a concentration of guanidine- HCl was determined and evaluated by nonlinear regression with the program GraphPad Prism 5.0 and the equation: ${ }^{82}$

$$
\begin{equation*}
y=\frac{y_{\mathrm{N}}^{0}+m_{\mathrm{N}}[\mathrm{D}]+\left(y_{\mathrm{D}}^{0}+m_{\mathrm{D}}[\mathrm{D}]\right) \exp \left(-m_{\Delta G}\left([\mathrm{D}]_{50 \%}-[\mathrm{D}]\right) / R T\right)}{1+\exp \left(-m_{\Delta G}\left([\mathrm{DD}]_{50 \%}-[\mathrm{D}]\right) / R T\right)} \tag{2.3}
\end{equation*}
$$

where $[\mathrm{D}]_{50 \%}$ is the concentration of denaturant [D] at which $50 \%$ of the protein is denatured, $m_{\Delta G}$ is the measure of the dependence of the standard free energy on denaturant concentration, $y_{\mathrm{N}}^{0}$ and $y_{\mathrm{D}}^{0}$ are the intercepts and $m_{\mathrm{N}}$ and $m_{\mathrm{D}}$ the slopes in the pre- and posttransition region, respectively, in the $y$ versus [D] graph. The fraction of protein in the folded state $\left(f_{\mathrm{N}}\right)$ was determined with the equation:

$$
\begin{equation*}
f_{\mathrm{N}}=\left(y_{\mathrm{D}}-y\right) /\left(y_{\mathrm{D}}-y_{\mathrm{N}}\right) \tag{2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
y_{\mathrm{D}}=y_{\mathrm{D}}^{0}+m_{\mathrm{D}}[\mathrm{D}] \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{\mathrm{N}}=y_{\mathrm{N}}^{0}+m_{\mathrm{N}}[\mathrm{D}] \tag{2.6}
\end{equation*}
$$

where $y_{\mathrm{N}}$ and $y_{\mathrm{D}}$ are the signals of the native and denatured protein as a function of denaturant concentration. Values of the standard free energy were calculated with the equation:

$$
\begin{equation*}
\Delta G^{[\mathrm{D}]}=\Delta G^{\mathrm{H}_{2} \mathrm{O}}-m_{\Delta G}[\mathrm{D}] \tag{2.7}
\end{equation*}
$$

where $\Delta G^{\mathrm{H}_{2} \mathrm{O}}$ is the standard free energy of unfolding in the absence of denaturant.

### 2.3.10 Protease Susceptibility

ONC and R-ONC ( $0.2 \mathrm{mg} / \mathrm{mL})$ were treated with pepsin at a $\mathrm{w} / \mathrm{w}$ ratio of $1: 2$ pepsin/ribonuclease in 50 mM glycine -HCl buffer at pH 2.4 and $37^{\circ} \mathrm{C}$. Aliquots were removed at known times and 2 M Tris was added to raise the pH to 8.0. Samples were analyzed by SDS-PAGE, and bands stained with Coomassie Brilliant Blue R- $250^{83}$ were analyzed by densitometry using ImageJ software.

### 2.4 Result

2.4.1 Design, Production, and Purification of R-Onconase

ONC contains three arginine and twelve lysine residues, two of which, Lys9 and Lys31, are necessary for catalytic activity. ${ }^{81}$ In the R-ONC variant, all lysines with the exception of

Lys9 and Lys31 were replaced with arginine. Thus, R-ONC contains 2 lysine and 13 arginine residues.

R-ONC was produced in E. coli and purified from inclusion bodies. SDS-PAGE and mass spectrometry revealed two distinct protein populations, consistent with the pelB leader sequence not being cleaved from a significant fraction of R-ONC. The N -terminal residue of wild-type ONC is a glutamine, which cyclizes spontaneously to form a pyroglutamate that is critical for catalytic activity. ${ }^{81}$ That cyclization requires an N -terminal amino group, and thus cannot occur when the pendant pelB leader sequence is intact. R-ONC was separated from pelB-R-ONC by using an extended gradient during cation-exchange chromatography. This procedure resulted in pure R-ONC ( $\sim 1 \mathrm{mg} / \mathrm{L}$ of culture) as assessed by SDS-PAGE and mass spectrometry ( $m / z 12,111$; expected: 12,100 ).

### 2.4.2 Production and Purification of Labeled R-ONC

The conventional production of S61C R-ONC failed because the pelB leader sequence was not cleaved from the protein and because the uncleaved variant was insoluble. Accordingly, site-directed mutagenesis was used to replace the pelB leader sequence with a methionine residue. S61C Met(-1)R-ONC was produced, folded, and purified successfully ( $m / z$ 12,322; expected: 12,311 ). Aminopeptidase catalyzed the hydrolysis of the $\operatorname{Met}(-1)-$ Gln 1 peptide bond, enabling Gln 1 to cyclize into a pyroglutamate residue ( $\mathrm{m} / \mathrm{z}$ 12,147; expected: 12,134 ). The integrity of labeled R-ONC was confirmed by MALDI-TOF mass spectrometry ( $m / z 12,894$; expected: 12,873 ).

### 2.4.3 Catalytic Activity

The enzymatic activity of a ribonuclease is essential for its cytotoxic activity. ${ }^{84,17,85}$ We found the ribonucleolytic activity of R-ONC $\left(k_{\text {cat }} / K_{\mathrm{M}}=88 \pm 17 \times 10^{3} \mathrm{M}^{-1} \cdot \mathrm{~s}^{-1}\right)$ to be 2-fold greater than that of ONC $\left(k_{\text {cat }} / K_{\mathrm{M}}=39 \pm 9 \times 10^{3} \mathrm{M}^{-1} \cdot \mathrm{~s}^{-1}\right)$.

### 2.4.4 Cellular Internalization

A ribonuclease must enter the cell to exert its cytotoxic activity. We have shown previously that intracellular esterases unmask fluorogenic label 1 within an endosome, enabling quantification using flow cytometry. ${ }^{80,30}$ As shown in Figure 2.2, R-ONC exhibited a 3-fold increase in cellular uptake compared to ONC.

### 2.4.5 Heparin-affinity

Heparan sulfate is known to be important for the internalization of arginine-rich peptides and some pancreatic-type ribonucleases. We assessed the relative affinity of R-ONC and ONC for heparin and found that R-ONC has greater affinity for heparin than does ONC (Figure 2.3). Because of the prevalence of heparan in the glycocalyx, this could explain the increased internalization of R-ONC as seen in Figure 2.2.

### 2.4.6 Cytotoxic Activity

Because of its enhanced ribonucleolytic activity and cellular uptake, R-ONC could be more cytotoxic than ONC . We found, however, that ONC has $\mathrm{IC}_{50}=0.4 \pm 0.1 \mu \mathrm{M}$ and R -

ONC has $\mathrm{IC}_{50}=0.29 \pm 0.01 \mu \mathrm{M}$ (Figure 2.4), indicative of only a marginal increase in cytotoxicity that is not statistically significant.

### 2.4.7 Conformational Stability

Next, we sought a biochemical basis for the unexpectedly low cytotoxic activity of RONC. Guanidine- HCl induces the denaturation of proteins, ${ }^{86}$ and we used that attribute to discern the effect of arginine substitution on conformational stability. We found that ONC has $\Delta G^{\mathrm{H}_{2} \mathrm{O}}=55 \pm 7 \mathrm{~kJ} / \mathrm{mol}$ and $[\mathrm{D}]_{50 \%}=4.44 \pm 0.03 \mathrm{M}$, whereas R-ONC has $\Delta G^{\mathrm{H}_{2} \mathrm{O}}=46 \pm 9$ $\mathrm{kJ} / \mathrm{mol}$ and $[\mathrm{D}]_{50 \%}=4.06 \pm 0.06 \mathrm{M}$ (Figure 2.5). These data indicate that arginine substitution destabilizes ONC although not significantly.

### 2.4.8 Protease Susceptibility

Finally, we determined whether the decrease in conformational stability of R-ONC might affect its integrity in cellulo. To discern the susceptibility of ONC and R-ONC to degradation by proteases, we incubated the protein with pepsin. ONC was resistant to degradation by pepsin over the entire timecourse of the incubation, remaining 90\% intact after 22 h (Figure 2.6). By contrast, R-ONC was highly susceptible to degradation-only $\sim 25 \%$ remained intact after 22 h .

### 2.5 Discussion

ONC is a member of the pancreatic ribonuclease family with innate anti-tumoral activity. ${ }^{60,21,22,61,62}$ Because it lacks a cell-surface receptor and elicits a distinctive phenotype-cell death-ONC is an ideal model for assessing biochemical attributes that promote the cellular uptake of proteins. Here, we show that arginine substitution leads to an increase in the cellular uptake of ONC.

The cell surface is highly anionic, containing phospholipids, glycosaminoglycans, and heparan sulfate. Though similar in net charge, cell-penetrating peptides with many arginine residues display more efficient cellular uptake than do their lysine counterparts. The guanidinium group of arginine has a higher $\mathrm{p} K_{\mathrm{a}}$ than does the ammonium group of lysine, and is able to form an additional hydrogen bond with the prevalent sulfuryl and phosphoryl groups on the cellular surface. Moreover, arginine is accommodated near the middle of a lipid bilayer with less energetic cost than lysine, ${ }^{87}$ and arginine unlike lysine can be charged or uncharged there due to the induction of large water defects in a host membrane. ${ }^{49}$

R-ONC contains 13 arginine and 2 lysine residues. Here, heparin-affinity chromatography demonstrated that arginine substitution confers the ability for ONC to bind to heparin, which could trigger GAG-mediated endocytosis. The increase in cellular uptake of R-ONC, though significant, is $\sim 10$-fold lower than the levels of cellular uptake of human pancreatic ribonuclease (RNase 1), which has 10 arginine and 8 lysine residues, or of RNase $A$, which has 10 lysine and 4 arginine residues. ${ }^{29,76}$ The distribution of cationic residues could explain the discrepancy in cellular internalization. For example, the cationic residues in RNase 1 and

RNase A are clustered in the active-site cleft, whereas those in ONC are distributed across the protein surface.

ONC is an exceptionally stable protein with $T_{\mathrm{m}}>90^{\circ} \mathrm{C} . .^{88,81,82}$ Single amino-acid substitutions in ONC, such as F28T, can result in a decrease in conformational stability of $>20 \mathrm{~kJ} / \mathrm{mol} .{ }^{82}$ The E49R and D53R substitutions in RNase A, which enhance cellular uptake, decrease the value of $T_{\mathrm{m}}$ by $10{ }^{\circ} \mathrm{C} .{ }^{37}$ Yet, we find that replacing $10 \%$ of the residues in ONC diminishes conformational stability by $<10 \mathrm{~kJ} / \mathrm{mol}$, an amount that is not statistically significant. The small observed decrease in conformational stability is surprising in light of the difficulty that we experienced in folding R-ONC in vitro (vide supra). Moreover, we were unable to determine a $T_{\mathrm{m}}$ value for R-ONC because of its irreversible denaturation and its precipitation when unfolded (data not shown), in contrast to the behavior of wild-type ONC or other variants. ${ }^{81,76}$ We note that another member of the pancreatic ribonuclease family, eosinophil cationic protein, also contains more arginine than lysine residues and also unfolds irreversibly in vitro. ${ }^{89}$

R-ONC showed a small decrease in conformational stability and a large increase in protease susceptibility. Protease resistance is an important determinant of cytotoxicity. ${ }^{88,90}$ Several workers have hypothesized that the resistance of ONC to proteolysis is due to its structural rigidity. ${ }^{91,82}$ Di Donato and coworkers found that the M23L substitution, which disrupts the hydrophobic packing of ONC , has effects on protease susceptibility, catalytic activity, and thermodynamic stability comparable to those in R-ONC. ${ }^{88}$ The M23L substitution increases the mobility of the 24-31 loop, which increases its vulnerability to proteases but enables Lys 31 to extend further into the active site. An increase in the mobility
of the 24-31 loop due to the K33R substitution could explain the increase in catalytic activity, but is unlikely to have resulted in all of the changes observed herein. The multiple arginine residues in R-ONC could increase the access of a protease to peptide bonds because interactions of the main chain with the side chain of arginine are more likely to be disruptive than are those with the side chain of lysine. ${ }^{70}$

Because the internalization of R-ONC was three-fold greater than that of ONC (Figure 2.2), we expected R-ONC to display a comparable increase in cytotoxicity. Surprisingly, RONC remained as cytotoxic as ONC (Figure 2.4). Proteolytic degradation assays showed that the amount of intact R-ONC at 4 h is less than that of intact ONC at 22 h (Figure 2.6). R-ONC may also be trafficked within the cell differently because of its ability to bind to heparin (Figure 2.3), resulting in GAG-mediated endocytosis. Apparently, R-ONC maintains its cytotoxicity through its greater cellular internalization and higher catalytic activity.

Understanding the tumoral targeting and dose-limiting renal toxicity of ONC is important for the development of more effective chemotherapeutic agents based on pancreatic-type ribonucleases. The renal toxicity of ONC can be attributed to its accumulation in the kidneys, combined with its low protease susceptibility. R-ONC maintains high cytotoxicity but could exhibit less renal toxicity because of its increased protease susceptibility. Relevant studies on the consequences of this interdependence are on going in our laboratory.
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Figure 2.1 Three-dimensional structure of Onconase (PDB entry code $10 N C$ ). ${ }^{77}$ Native arginine side-chains are in black; lysine side chains replaced with arginine in R-ONC are in blue; Lys9 and Lys31 are in magenta and are essential for catalytic activity.


Figure 2.2 Effect of arginine residues on the cellular uptake of Onconase.
Ribonucleases were conjugated via Cys61 to latent fluorophores containing fluorogenic label 1. Flow cytometry was used to measure the internalization of ONC and R-ONC into K-562 cells. R-ONC displayed increased internalization compared to ONC $(p<0.01)$.


Figure 2.3 Elution profiles of ONC (A) and R-ONC (B) from immobilized heparin Ribonucleases were detected by their absorbance at 280 nm (black line) during elution with a linear gradient of NaCl in PBS . Conductivity (gray line): PBS, $14 \mathrm{mS} / \mathrm{cm}$; ONC elution, $16 \mathrm{mS} / \mathrm{cm}$; R-ONC elution, $23 \mathrm{mS} / \mathrm{cm}$.


Figure 2.4 Effect of arginine residues on the cytotoxicity of Onconase.
Cellular proliferation was assessed by measuring the incorporation of [methyl-
${ }^{3} \mathrm{H}$ ]thymidine into DNA of K-562 cells in the presence of ribonucleases. $\mathrm{IC}_{50}$ values: $\mathrm{ONC}, 0.4 \pm 0.1 \mu \mathrm{M}$; R-ONC, $0.29 \pm 0.01 \mu \mathrm{M}$.


Figure 2.5 Effect of arginine residues on the conformational stability of Onconase. The guanidine- HCl transition curves of ONC and $\mathrm{R}-\mathrm{ONC}$ were determined by using fluorescence spectroscopy. $f_{\mathrm{N}}$ refers to the fraction of protein in the native state. $[\mathrm{D}]_{50 \%}$ values: $\mathrm{ONC}, 4.44 \pm 0.03 \mathrm{M} ; \mathrm{R}-\mathrm{ONC}, 4.06 \pm 0.06 \mathrm{M}$.


Figure 2.6 Effect of arginine residues on the protease susceptibility of Onconase.
ONC and R-ONC were incubated with pepsin in 50 mM glycine- HCl buffer at pH 2.4 and $37^{\circ} \mathrm{C}$. Aliquots were removed at $0,4,8$, and 22 h . Samples were analyzed with SDS-PAGE, and stained bands were analyzed by densitometry.

## CHAPTER 3

## Contribution of Electrostatics to the Binding of Pancreatic Ribonucleases to Membrane


#### Abstract

3.1 Abstract

Pancreatic-type ribonucleases show great clinical promise as chemotherapeutic agents but are limited in efficacy by their inefficient cellular uptake. Cellular uptake can be increased by the addition of more positive charges onto the surface of ribonucleases through either sitedirected mutagenesis or chemical modification. This observation has led to the current hypothesis that ribonuclease uptake by cells depends heavily on the effects of electrostatics. Recent studies, however, show discrepancies in cellular uptake between ribonucleases with similar total net charge. In this study, we use a combination of experimental and computational techniques to determine the contribution of electrostatics to the cellular uptake of ribonucleases. We focus on three homologous ribonucleases: Onconase (amphibian), RNase 1 (human), and RNase A (bovine). Our results suggest that electrostatics is indeed necessary for the cellular uptake of Onconase whereas for RNase 1 and RNase A, specific interactions on the cell surface must contribute significantly more than do electrostatics for cellular uptake. These results can guide the design to new cytotoxic ribonucleases.


### 3.2 Introduction

Several members of the pancreatic-type ribonuclease superfamily have been found to be cytotoxic or engineered to be cytotoxic to tumor cells. Onconase (ONC), an amphibian ribonuclease discovered in oocytes from Rana pipiens, was found to be selectively toxic to tumor cells and granted orphan drug status from the FDA for the treatment of malignant mesothelioma; however, dose-limiting renal toxicity limits its clinical utility. ${ }^{60,28,21,22,61}$

Promisingly, cytotoxic variants of mammalian ribonucleases such as human pancreatic ribonuclease (RNase 1) and bovine pancreatic ribonuclease (RNase A), do not demonstrate renal accumulation ${ }^{64}$ and thus show great clinical promise. ${ }^{21}$

A cytotoxic ribonuclease must be internalized by tumor cells, translocate across the endosomal membrane to the cytosol, evade cytosolic ribonuclease inhibitor (RI), and catalyze the degradation of RNA. ${ }^{18} \mathrm{RI}$ is a $\sim 50-\mathrm{kDa}$ cytosolic protein that binds to ribonucleases, inhibiting their ribonucleolytic activity. ${ }^{18} \mathrm{ONC}$ is naturally cytotoxic to mammalian cells because it does not bind to RI under physiological conditions. ${ }^{24}$ Similarly, bovine seminal ribonuclease forms dimers, allowing it to evade RI and demonstrate cytotoxicity. ${ }^{92}$ Conversely, RNase A and RNase 1 bind RI with femtomolar affinity and are not cytotoxic. ${ }^{93,26}$ Variants have been engineered to evade RI, and some of those variants demonstrate cytotoxic activity similar to that of ONC. ${ }^{17,29}$ Although RI evasion is one essential criterion for cytotoxicity, further increases in efficacy relies on increased understanding of ribonuclease internalization. ${ }^{18}$

The cytotoxic potential of ribonucleases is limited by its cellular internalization. In the absence of RI, ribonucleases demonstrate picomolar $\mathrm{IC}_{50}$ values when injected directly into the cytosol but micromolar $\mathrm{IC}_{50}$ values when incubated with cells. ${ }^{31}$ Endocytosis of mammalian RNases occurs via a non-saturable and non-receptor mediated mechanism ${ }^{32}$ similar to that used by cell-penetrating peptides. ${ }^{94}$ Although ONC has been proposed to bind to two saturable sites on 9L glioma cells with $K_{\mathrm{D}}$ values of 0.25 and $0.062 \mu \mathrm{M},{ }^{34}$ it demonstrates unsaturable binding to HeLa, K-562, and CHO cells. ${ }^{32,35,30}$

Increasing the endocytosis of ribonucleases increases its cytotoxicity. For example, the conjugation of RNase A to transferrin, which has a cellular receptor, increases both cellular uptake and cytotoxic activity. ${ }^{95}$ Additionally, increasing the net positive charge ( $Z$ ) of RNase A and RNase 1 through either site-directed mutagenesis or chemical modification increases endocytosis. ${ }^{36,37,72}$ Because increased charge increases internalization and because a receptor has not been identified, the endocytosis of ribonucleases has been assumed to be mediated by electrostatic forces. ${ }^{29}$

The second half of cellular uptake involves translocation across the endosomal membrane into the cytosol. ${ }^{22}$ The translocation efficiency of a ribonuclease may affect its cytotoxic efficacy. In a comparison of dimeric ribonucleases such as bovine seminal ribonuclease, cytotoxicity was shown to be correlated with the ability to disrupt anionic membranes. ${ }^{40}$ RNase A was shown to remain largely in the lysosome for 100 h after endocytosis, demonstrating that its translocation to the cytosol is inefficient. ${ }^{38} \mathrm{ONC}$ is trafficked through the recycling endosomes. ${ }^{33}$ While the translocation efficiency and mechanism of ONC is unknown, there is some evidence suggesting the importance of electrostatic interactions for this step. Neutralization of pH in the endosomes results in an increase in ONC cytotoxicity, presumably due to increased ease in translocation. ${ }^{33}$ Additionally, the surface electrostatic distribution of ONC was altered by site-directed mutagenesis and was hypothesized to impact the translocation based on resulting changes in cytotoxic efficacy. ${ }^{35}$

Experimental studies altering surface charge could be confounded by increased or decreased specificity conferred by cationic agents. Theoretical approaches are useful to study the contribution of electrostatics alone and can thus provide insight on the interaction between
the cell surface and ribonucleases and the interaction between the endosomal membrane and ribonucleases. Although explicit molecular dynamics (MD) simulations are computationally expensive, several computational methods using implicit solvents provide reliable information. Numerical solution of the Poisson-Boltzmann (PB) equation can be used to calculate the interaction energy between molecules using continuum electrostatics. The PB approach has been used to calculate the binding energy between rigid proteins and model membranes and to find the energetically favorable orientation for binding. ${ }^{57}$ Of special relevance is the use of PB calculations to predict the orientation of membrane-bound dimeric ribonucleases. These calculations indicated that the ensuing electrostatic energy was correlated with both the ability to disrupt membranes and cytotoxicity. ${ }^{40}$

In this paper, we use computational and experimental approaches to measure the contribution of electrostatics to the binding of ONC, RNase A, and RNase 1 to synthetic membranes. We report the effects of salt concentration on the formation of a protein•membrane complex. Computational analysis is used to propose favorable orientations for ribonucleases to a membrane as well as highlighting differences between the ribonuclease's surface electrostatic distributions. A comparison of PB calculations and simulations using the IMM1-GC model to experimental binding measurements demonstrates the different advantages of each method as well as the quality of their predictions. These results indicate that even simple models can help interpret relevant experimental data and be used to answer relevant biological questions.

### 3.3 Methods

### 3.3.1 Materials

pET22b(+)plasmid were purchased from Novagen (Madison, WI). BODIPY-FL was purchased from Molecular Probes (Carlsbad, CA). The lipids 1,2-dioleoyl-sn-glycero-3-phospho-L-serine (DOPS) and 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) were obtained from Avanti Polar Lipids (Alabaster, AL). All other chemicals used were of commercial grade or better, and were used without further purification.

### 3.3.2 Analytical Instruments

Molecular mass was measured by MALDI-TOF mass spectrometry using a Voyager-DEPRO Biospectrometry Workstation from Applied Biosystems (Foster City, CA). Fluorescence was quantified with an Infinite M1000 plate reader (Tecan, Switzerland).

### 3.3.3 Production of Fluorescently-labeled Ribonucleases

The following free cysteine-variants were purified as described previously for thiolreactive labeling: $\mathrm{S} 61 \mathrm{C} \mathrm{ONC},{ }^{35} \mathrm{P} 19 \mathrm{C}$ RNase $1,{ }^{29}$ and A19C RNase A. ${ }^{80}$ The free-cysteine variants were protected with 5,5'-dithio-bis(2-nitrobenzoic acid). Prior to attachment of the fluorogenic label, BODIPY-FL, thionitrobenzoic acid-protected variants were deprotected with a fivefold molar excess of dithiothreitol, then desalted by using a PD-10 desalting column from GE Biosciences (Piscataway, NJ). Deprotected proteins were reacted for 4-6 h
at $25^{\circ} \mathrm{C}$ in PBS with a 10 -fold molar excess of the thiol reactive BODIPY in DMSO. The reaction was quenched by rapid dilution into 50 mM sodium acetate buffer; pH 5.0 . Conjugates were purified using a HiTrap SPHP column and concentrations of conjugates were determined with a bicinchoninic acid assay kit from Pierce (Rockford, IL).

### 3.3.4 Large Unilamellar Vesicle Formation

Large unilamellar vesicles were formed by mixing DOPC and DOPS solvated by chloroform in a 3:2 molar ratio at a 5 mM concentration of total lipid. The lipids were dried under $\mathrm{N}_{2}(\mathrm{~g})$ to remove the chloroform, then dried further under vacuum overnight. The lipids were resuspended in 20 mM Tris- HCl buffer, pH 7.0 , containing $\mathrm{NaCl}(50 \mathrm{mM}$ or 80 mM ), by vortexing, and were then allowed to hydrate for 1 h at $37^{\circ} \mathrm{C}$. The vesicles were then extruded 19 times through a $100-\mathrm{nm}$ filter to form large unilamellar vesicles ( $\sim 130 \mathrm{~nm}$ in diameter as confirmed by dynamic light scattering).

### 3.3.5 Protein-Liposome Binding Assay

Fluorescence polarization was used to measure the binding affinity of the fluorescently labeled ribonucleases to liposomes. A two-fold concentration range ( $4.5 \mathrm{mM} \rightarrow 2.25 \mathrm{nM} ; 2 \times$ ) of liposomes was incubated with labeled ribonuclease ( 50 nM ) in 20 mM Tris- HCl buffer, pH 7.0, containing $\mathrm{NaCl}(50 \mathrm{mM}$ or 80 mM$)$ for 1 h at $23^{\circ} \mathrm{C}$ while shaking. At this time, the fluorescence polarization was measured and the value of the equilibrium dissociation constant $\left(K_{\mathrm{d}}\right)$ was calculated with the following equation:

$$
\begin{equation*}
R=\frac{\left(R_{\max }-R_{\min }\right)[\text { lipid }]}{K_{\mathrm{d}}+[\text { lipid }]} \tag{3.1}
\end{equation*}
$$

where $R$ is the polarization, $R_{\max }$ is the polarization when the ribonuclease is fully bound, $R_{\min }$ is the polarization when the ribonuclease is fully free, and [lipid] is the concentration of DOPS.

### 3.3.6 Poisson-Boltzmann Calculations

Electrostatic calculations were performed with the program APBS 1.2.1. ${ }^{96}$ For the calculations presented herein, the free energy of binding, $\Delta \Delta G_{\text {bind }}$, between the protein and membrane was calculated with the following equation:

$$
\begin{equation*}
\Delta \Delta G_{\text {bind }}=\Delta \Delta G_{\text {solv }}+\Delta \Delta G_{\text {coul }} \tag{3.2}
\end{equation*}
$$

where $\Delta \Delta G_{\text {solv }}$ refers to the contribution of solvation to binding and $\Delta \Delta G_{\text {coul }}$ refers to the Coulombic contribution to binding. The solvation contribution to binding was calculated as

$$
\begin{equation*}
\Delta \Delta G_{\text {solv }}=\Delta G_{\text {solv-complex }}-\Delta G_{\text {solv-membrane }}-\Delta G_{\text {solv-protein }} \tag{3.3}
\end{equation*}
$$

where the terms refer to the solvation free energy of the membrane•protein complex, the protein, and the model membrane, respectively. The individual free energy terms were calculated by numerical solution of the Poisson-Boltzmann equation

$$
\begin{equation*}
-\nabla \cdot \varepsilon(\bar{r}) \nabla V(\bar{r})=\rho_{\mathrm{f}}(\stackrel{\rightharpoonup}{r})-2 q n_{\infty} \sinh \left(q V(\bar{r}) / k_{\mathrm{B}} T\right) \tag{3.4}
\end{equation*}
$$

The Coulombic contribution was calculated as

$$
\begin{equation*}
\Delta \Delta G_{\text {coul }}=\Delta G_{\text {coul-complex }}-\Delta G_{\text {coul-membrane }}-\Delta G_{\text {coul-protein }} \tag{3.5}
\end{equation*}
$$

where the terms are the summation of all pairwise Coulombic interactions between all atoms within the membrane•protein complex, the protein, or the model membrane.

The structures of ONC, RNase A, and RNase 1 were taken from PDB codes lonc, ${ }^{77}$ $1 \mathrm{kf5},{ }^{97}$ and $1 \mathrm{z7x},{ }^{26}$ respectively. All water molecules were removed from the PDB file before PDB2PQR was used to add hydrogen atoms and atomic charges based on the CHARMM 27 forcefield ${ }^{98-100}$ The model membrane was approximated by an $80 \times 80 \AA$ plane of spheres ( $r$ $=3 \AA ; q=-1 ; \varepsilon=78.50$ ) with a charge density of 1 sphere $/ 130 \AA^{2}$. The solvation free energy of the protein was calculated with 2 levels of focusing calculations in a $400 \times 400 \times 400 \AA$ box with a $0.5-\AA$ spacing at the finest level. An implicit solvent was used to model the aqueous solvent with $\varepsilon=78.50$. Dielectric maps of the system were outputted and altered so the dielectric constant below the charged plane of spheres was $\varepsilon=2.0$. These dielectric maps
were used in the calculations for the solvation free energies of the membrane and the membrane•protein complex. The model membrane was placed $5 \AA$ below the bottom of the protein. Conformations of the protein relative to the membrane were sampled by applying a rotation matrix based on Euler's angles $(\theta=0 ; \phi=0-2 \pi ; \psi=0-\pi)$ in $15^{\circ}$ increments on the protein coordinates.

### 3.3.7 IMM1-GC Calculations

The IMM1-GC model was used to model an anionic membrane in CHARMM. IMM1GC is based on the IMM1 model with the addition of a Gouy-Chapman (GC) term to describe the interaction between charged amino acids and the charged bilayer. ${ }^{59}$ The IMM1 models the membrane as a low dielectric slab with a smooth transition to the high dielectric solvent. The IMM1 model is based on the EEF1 model for water-soluble proteins, ${ }^{101}$ which neutralizes ionic side-chains and uses a linear distance-dependent dielectric constant. The solvation free energy for a protein, $\Delta G_{\text {solv }}$, is assumed to be the sum of the solvation free energy for individual atoms within the protein. The effective energy of the protein in the presence of the membrane is given by

$$
\begin{equation*}
W_{\mathrm{IMM1} 1 \mathrm{GC}}=E_{\mathrm{intra}}+\Delta G_{\mathrm{solv}}+E_{\mathrm{CC}} \tag{3.6}
\end{equation*}
$$

where $E_{\text {intra }}$ is the intramolecular energy of the protein and $E_{G C}$ is the interaction between the charged amino acids and the charged lipid bilayer based on the Gouy-Chapman theory for a diffuse electrical bilayer. ${ }^{102}$

The initial coordinates were taken from the same PDB files as for the PB calculations above. Six different initial orientations were generated with each one corresponding to the face of a cube containing the ribonuclease. The membrane was placed $3 \AA$ below the bottom of the protein perpendicular to the $z$-axis. The salt concentration was set to 0.1 M , the area per lipid to $32 \AA^{2}$, and the anionic fraction of the membrane to $40 \%$ to match the experimental fluorescence polarization conditions. MD simulations were performed using CHARMM $(\mathrm{c} 35 \mathrm{a} 1)^{103}$. The backbone atoms were constrained using an rmsd constraint. The structures were equilibrated for 100 ps at 298 K and then run for another 2000 ps . The conformations were stored every 0.5 ps and used to calculate the effective energy of the protein in solvent and in the presence of a membrane. A total of 12 simulations were run for each protein. The average binding energy was calculated by averaging the binding energy over the last 2 ns of the simulation and a trajectory was said to bind if the binding free energy is stronger than -0.8 $\mathrm{kcal} / \mathrm{mol}$.

### 3.4 Results

### 3.4.1 Production of Labeled Ribonucleases

As explained above, the binding of ribonucleases to the cell surface was assumed to be mediated primarily by electrostatic force. ${ }^{29}$ Therefore, the ribonucleases were labeled in areas
(residue 61 in ONC; residue 19 in RNase A and RNase1) with few cationic residues, as these areas were deemed unlikely to interfere with the binding of the ribonucleases to the lipid vesicles. After purification and labeling, the mass of the labeled proteins was determined by using MALDI-TOF spectroscopy (S61C ONC: $m / z$ 12,250; expected: 12,239, A19C RNase A: $m / z$ 14129; expected: 14096 , P19C RNase $1: m / z 15,042$; expected: 15,014 ).

### 3.4.2 Ribonuclease-LUV Binding Affinity

The contribution of electrostatics to the internalization of ribonucleases and endosomal translocation has been difficult to study. Although increasing net positive charge has been shown to increase cellular internalization, this finding could be confounded by specificity induced by the cationization agents. For example, heparan sulfate was found to compete with the cell surface for a RNase A variant altered by polyethylenimine. ${ }^{72}$ Secondly, differences between homologous ribonucleases involving cellular trafficking and sequence variation make it difficult to generalize findings based on charge alone. To simplify the analysis, we directly compared the binding of RNase A, RNase 1, and ONC to large unilamellar vesicles containing 40\% phosphatidylserine. Phosphatidylserine has a net negative charge and normally resides in the cytoplasmic leaflet of the lipid bilayer; however, in cancerous cells, it relocates to the extracellular leaflet. ${ }^{104}$

The binding affinity of ribonucleases for phosphatidylserine is shown in Figure 3.1. RNase A did not bind to LUVs at either salt concentration. ONC demonstrated some binding
to LUVs at low salt conditions. RNase 1 bound to LUVs at low salt conditions with a $K_{\mathrm{d}}$ value of $27 \mu \mathrm{M}$ and at high salt concentrations with much less affinity.

### 3.4.3 Poisson-Boltzmann Calculations

Poisson-Boltzmann calculations were performed to determine the most favorable orientation for ribonucleases to bind a model membrane. The electrostatic map for RNase A reveals that the most energetically favorable orientation has its active site facing the membrane (Figure 3.3a-c.). This orientation provides, however, low affinity ( $K_{\mathrm{D}} \sim 20 \mathrm{mM}$ ). This computational result is consistent with experimental values showing that RNase A does not bind to LUVs (Figure 3.1). Like RNase A, RNase 1 orients itself so that its active site faces the membrane but RNase 1 binds much more strongly than does RNase A (Figure 3.2ac.). The predicted value of $K_{\mathrm{D}}$ is 2 mM , which is consistent with the experimental binding seen (Figure 3.1). Interestingly, for both RNase A and RNase 1, the loops that mediate binding to RI also seem to be important for membrane binding. On the other hand, ONC can bind favorably with part of the active site facing the membrane (Figure 3.4a-c.), or in the opposite orientation, which is the least favorable and highly repulsive orientations for RNase A and RNase 1. Moreover, ONC appears to be weakly attractive in any orientation and the most favorable orientation for ONC is only 3-fold more likely than a random orientation. Overall, however, ONC, similar to RNase A, is predicted to bind with low affinity at high salt, consistent with experimental results (Figure 3.1).

The PB calculations predicted whether or not ribonucleases would bind at the higher salt condition. In contrast, discrepancies appeared at lower salt conditions. As seen in Figure 3.1,
the calculated binding free energy for RNase 1 in the low salt condition corresponds to a $K_{\mathrm{d}}$ value of $350 \mu \mathrm{M}$ but the experimental $K_{\mathrm{d}}$ value is $27 \pm 2 \mu \mathrm{M}$. Similarly, ONC is calculated to have a $K_{d}$ value of $\sim 8 \mathrm{mM}$ in low salt conditions but the experimental $K_{d}$ value is undeterminable from the data. Lastly, although RNase A should display binding similar to ONC based on the results from PB calculation, it does not bind experimentally. These discrepancies could be due to the possible specificity of ONC and RNase 1 for phosphatidylserine.

### 3.4.4 IMMI-GC Simulations

Whereas the PB calculation results compared well with experimental values, they did not allow for side-chain rearrangements or measure hydrophobic interactions. Hence, we carried out multiple short molecular dynamic simulations using the IMM1-GC model. In the simulations, the main chain was constrained, but side chains were unconstrained and the protein was allowed to rotate and translate. For ONC, because the PB calculation did not predict a favorite or an unfavorable orientation, we were surprised to see that only 7 of the 12 trajectories resulted in binding, although the average binding free energies were comparable to those from the PB calculations. Representative trajectories of simulations that result in a bound and unbound ONC are shown in Figure 4.4d and 4.4e. Although the bound trajectory remains in the areas that are most energetically favorable, as seen in Figure 4.4a, the unbound trajectory was started in a less energetically favorable area where the binding free energy was insufficient to keep ONC on the membrane long enough for it to rotate to a more energetically
favorable orientation. The two simulations starting from orientation $\theta=270^{\circ}, \psi=90^{\circ}$ also demonstrate this phenomenon. While they both move away from the membrane due to a lack of favorable interactions, in simulation $1, \mathrm{ONC}$ does not rotate into a conformation allowing it to return to the membrane whereas, in simulation 2, ONC rotates so its most favorable side faces the membrane, allowing it to return and bind with a final energy of $-2 \mathrm{kcal} / \mathrm{mol}$. In contrast to $\mathrm{ONC}, \mathrm{RNase} \mathrm{A}$ and RNase 1 bound in 9 of the 12 trajectories. The energies are quite comparable to those of the PB calculations and the trajectory snapshots follow the energetics predicted by the PB calculations. Lastly, none of the proteins showed insertion into the membrane although they remained close to the membrane. The average predictive binding energy is a measure of how much time the protein remained close to the membrane.

### 3.5 Discussion

A major factor that limits the efficacy of many proteins as putative chemotherapeutic agents is their cytosolic delivery. ${ }^{105}$ Without a receptor, cytotoxic ribonucleases must be endocytosed and escape the endosome. ${ }^{18}$ Here, we use a combination of experimental and computational techniques to compare and contrast the effect of electrostatic distribution on the interaction of ONC, RNase A, and RNase 1 with lipid bilayers as a model for better understanding factors that contribute to lipid interaction and translocation.

ONC is internalized by cells via bulk endocytosis and our results suggest that electrostatic forces are sufficient to cause a weak association with the cell surface, where ONC remains until internalized via bulk-rate endocytosis. ${ }^{30}$ Although computational results predicted a
weak affinity for a negatively-charged surface, they demonstrated that ONC spent the larger part of its simulation time associated with the surface. Because bulk endocytosis occurs constitutively, time spent at the cell surface is critical for internalization. We suggest that the low rate of ONC uptake is explained by its low binding energy combined with a lack of a cellsurface binding partner.

Comparing the cellular uptake to the calculated binding energies for RNase A reveals unusual disparities as compared to ONC and RNase 1. Calculations predicted that RNase A would have a cell-surface affinity similar to that of ONC, yet it is internalized by cells at a rate that is $\sim 2$ orders of magnitude greater than that of ONC. ${ }^{30}$ Recently, removal of heparan and chondroitin sulfate was found to reduce by 4-fold the internalization rate of an RI-evasive variant of RNase A but not affect that of $\mathrm{ONC} .{ }^{30}$ The presence of a cell-surface moiety with affinity for RNase A but not ONC explains this discrepancy between predicted and experimental results. RNase $\mathrm{A}(Z=+4)$ and RNase $1(Z=+6)$ display similar levels of cellular uptake, ${ }^{29}$ even though RNase 1 has a higher density of positive charge at its active site than does RNase A, demonstrates a salt dependence in its lipid binding, and has a much higher predicted binding free energy. It is possible that RNase A has a greater affinity for cell-surface moieties than does RNase 1, but this discrepancy is consistent with the conferral of specificity for moieties on the cell surface being more efficient than increasing the positive charge as a means to increase cellular uptake.

As the endosome is acidified, heparan sulfate is cleaved from the membrane by glycosidases, resulting in the core phospholipid bilayer. ${ }^{106}$ RNase 1 has been shown to disrupt large unilamellar vesicles containing DOPG, another anionic lipid, whereas RNase A cannot.

Nor does RNase A bind to DOPG-containing vesicles. ${ }^{40}$ Although phosphatidylserine is upregulated on the cell surface of cancerous cells, ribonuclease access to phosphatidylserine could be obscured by the glycocalyx, meaning that specificity for cancerous cells could take place within the endosome, when ribonucleases encounter phosphatidylserine.

PoissonBoltzmann calculations were used to predict binding constants and whether membrane binding would or would not occur for these three ribonucleases. Given the simplicity of the lipid bilayer model, which consists of an implicit solvent and a plane of negatively charged spheres, above a low-dielectric slab, its consistency with experimental data is encouraging. The simplicity of the lipid bilayer model decreases computational cost compared to explicit lipid models. The PB calculations predicted favorable orientations well as compared to the IMM1-GC simulations and estimated the energetic landscape of the membrane•protein complex.

IMM1-GC simulation results were consistent with PB calculation results and with experimental results. They provided additional insight by clarifying the necessary strength of an interaction for a long-lasting stable interaction to occur in the membrane•protein complex and by showing that hydrophobic interactions are involved only minimally. The lack of ribonuclease penetration of the membrane suggests that in contrast to cell-penetrating peptides, ${ }^{59}$ ribonucleases require more than electrostatic or hydrophobic forces to penetrate a lipid bilayer. IMM1-GC simulations required much less computational resources as compared to the PB calculations and provided more information, making this an attractive option for future studies of protein•membrane complexes.

Previous studies have shown that net charge is correlated with cytotoxicity. Our data supports the hypothesis that whereas electrostatic forces alone are sufficient for cell-surface association and endocytosis. Although they are sufficient, electrostatic forces result in a very weak affinity. Future designs of proteins undergoing cationization should include cationization agents with specificity for cell-surface moieties. Additionally, contrasting experimental and computational data for the contribution of electrostatics can provide insight into the search for cell surface binding partners for proteins.
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Figure 3.1 Ribonuclease binding isotherms toward phosphatidylserine liposomes. Binding events were measured by fluorescence polarization using fluorescently conjugated ribonucleases and increasing concentration of liposomes containing DOPC and DOPS at a ratio of 3:2. Data were fitted by a non-linear regression curve using GraphPad Prism 5.

Figure 3.2 Computational calculation of the binding of RNase 1 to model membranes. A. Poisson-Boltzmann calculations of the electrostatic free energy of interaction between RNase 1 (PDB entry 1z7x), rotated using Euler angles ( $\theta$ $=0-360^{\circ} ; \psi=0-180^{\circ}$; increments of $15^{\circ}$ ), with a model membrane with an anionic fraction of 1 electron per $130 \AA$. B. Representative trajectory resulting in protein•membrane binding from IMM1-GC simulation ( 2 ns ). This illustrates the sampling of orientations of RNase 1 with respect to a model membrane when bound. C. Depiction of RNase 1 with a model membrane in the most energetically favorable orientation from the PB calculations made with PYMOL. D. Depiction of RNase 1 with a model membrane in the least energetically favorable orientation from the PB calculations made with PYMOL.


Figure 3.3 Computational calculation of the binding of RNase A to model membranes. A. Poisson-Boltzmann calculations of the electrostatic free energy of interaction between RNase A (PDB entry $1 \mathrm{kf5}$ ), rotated using Euler angles ( $\theta$ $=0-360^{\circ} ; \psi=0-180^{\circ}$; increments of $15^{\circ}$ ), with a model membrane with an anionic fraction of 1 electron per $130 \AA$. B. Representative trajectory resulting in protein•membrane binding from IMM1-GC simulation ( 2 ns ). This illustrates the sampling of orientations of RNase A with respect to a model membrane when bound. C. Depiction of RNase A with a model membrane in the most energetically favorable orientation from the PB calculations made with PYMOL. D. Depiction of RNase A with a model membrane in the least energetically favorable orientation from the PB calculations made with PYMOL.


Figure 3.4 Computational calculation of ONC binding to model membranes A. PoissonBoltzmann calculations of the electrostatic free energy of interaction between RNase 1 (PDB entry 1onc), rotated using Euler angles ( $\theta=0-360^{\circ}$; $\psi=0-180^{\circ}$; increments of $15^{\circ}$ ), with a model membrane with an anionic fraction of 1 electron per $130 \AA$. B. Depiction of ONC with a model membrane in the most energetically favorable orientation from the PB calculations made with PYMOL. C. Depiction of ONC with a model membrane in the least energetically favorable orientation from the PB calculations made with PYMOL. D. Representative trajectory resulting in protein•membrane binding during IMM1-GC simulation ( 2 ns ). This illustrates the sampling of orientations of ONC with respect to a model membrane when bound for the entire simulation time. E. Representative trajectory resulting in protein•membrane dissociation during IMM1-GC simulation ( 2 ns ). This illustrates the sampling of orientations of ONC with respect to a model membrane that does not lead to formation of a stable protein•membrane complex.


| Observed |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $[\mathrm{NaCl}]$ <br> $(\mathrm{mM})$ | $K_{\mathbf{d}}$ <br> $(\mathrm{mM})$ | $\Delta G_{\text {binding }}$ <br> $(\mathrm{kcal} / \mathrm{mol})$ | $\Delta G_{\text {binding }}$ <br> $(\mathrm{kcal} / \mathrm{mol})$ |
| Ribonuclease | Calculated |  |  |  |
| RNase 1 | 50 | $0.027 \pm 0.002$ | $-6.23 \pm 0.02$ | -4.7 |
| RNase 1 | 80 | $0.5 \pm 0.1$ | $-4.5 \pm 0.1$ | -3.6 |
| RNase A | 50 | $>1.8$ | $>-3.7$ | -2.8 |
| RNase A | 80 | $>1.8$ | $>-3.7$ | -2.2 |
| ONC | 50 | $0.7 \pm 0.2$ | $-4.3 \pm 0.2$ | -3.1 |
| ONC | 80 | $>1.8$ | $>-3.7$ | -2.5 |

Table 3.1 Observed and calculated affinity of ribonucleases for a phosphatidylserine membrane.

Experimental data were determined by fluorescence polarization in 20 mM Tris- HCl buffer, pH 7.0 . Calculated data were determined by PoissonBoltzmann analysis.

Table 3.2 Summary of IMM1-GC simulations
Each ribonuclease was rotated using Euler angles to obtain 6 starting orientations. Two independent simulations were run for each orientation for 2 ns and the average binding energy is reported here.

|  | Starting Orientation | Binding Energy ( $\mathrm{kcal} / \mathrm{mol}$ ) |
| :---: | :---: | :---: |
| ONC | $\theta=0 ; \psi=0$ | $-2.0 \pm 0.5$ |
|  |  | $-2.5 \pm 0.7$ |
|  | $\theta=180 ; \psi=0$ | $-1.5 \pm 0.7$ |
|  |  | $-2.0 \pm 0.6$ |
|  | $\theta=270 ; \psi=0$ | $-1.5 \pm 1.2$ |
|  |  | $-2.6 \pm 0.4$ |
|  | $\theta=270 ; \psi=90$ | $-0.2 \pm 0.4$ |
|  |  | $-0.8 \pm 0.8$ |
|  | $\theta=90 ; \psi=0$ | 0.0 |
|  |  | $-0.1 \pm 0.3$ |
|  | $\theta=90 ; \psi=90$ | $-0.2 \pm 0.5$ |
|  |  | $0.0 \pm 0.1$ |
| RNase 1 | $\theta=0 ; \psi=0$ | 0.0 |
|  |  | 0.0 |
|  | $\theta=180 ; \psi=0$ | $-3.9 \pm 0.9$ |
|  |  | $-4.4 \pm 0.7$ |
|  | $\theta=270 ; \psi=0$ | $-0.1 \pm 0.6$ |
|  |  | $-2.2 \pm 1.5$ |
|  | $\theta=270 ; \psi=90$ | $-3.4 \pm 0.9$ |
|  |  | $-3.4 \pm 0.7$ |
|  | $\theta=90 ; \psi=0$ | $-3.3 \pm 0.9$ |
|  |  | $-4.0 \pm 0.8$ |
|  | $\theta=90 ; \psi=90$ | $-3.2 \pm 1.0$ |
|  |  | $-3.0 \pm 1.2$ |
| RNase A | $\theta=0 ; \psi=0$ | $-0.6 \pm 0.9$ |
|  |  | $-2.2 \pm 0.7$ |
|  | $\theta=180 ; \psi=0$ | $-2.9 \pm 0.5$ |
|  |  | $-2.6 \pm 0.6$ |
|  | $\theta=270 ; \psi=0$ | 0.0 |
|  |  | $-0.1 \pm 0.3$ |
|  | $\theta=270 ; \psi=90$ | $-1.1 \pm 1.3$ |
|  |  | $-2.5 \pm 0.6$ |
|  | $\theta=90 ; \psi=0$ | $-2.1 \pm 0.7$ |
|  |  | $-1.6 \pm 1.0$ |
|  | $\theta=90 ; \psi=90$ | $-1.8 \pm 0.8$ |
|  |  | $-1.3 \pm 0.9$ |

## CHAPTER 4

# Disruption and Formation of Surface Salt Bridges are Coupled to DNA Binding by Integration Host Factor: A Computational Analysis 

Contribution:<br>This chapter was published as:<br>Ma, L., Sundlass, N. K., Raines, R. T., Cui, Q. (2011). Disruption and formation of surface salt bridges are coupled to DNA binding by Integration Host Factor: A computational analysis. Biochemistry 50, 266-275.

### 4.1 Abstract

Revealing the thermodynamic driving force of protein-DNA interactions is crucial to the understanding of factors that dictate the properties and function of protein-DNA complexes. For the binding of DNA to DNA-wrapping proteins, such as the integration host factor (IHF), Record and co-workers have proposed that the disruption of a large number of pre-existing salt-bridges is coupled with the binding process [Holbrook, J.A., et al. (2001) J. Mol. Biol. 310, 379]. To test this proposal, we have carried out explicit solvent MD simulations (multiple $\sim 25-50 \mathrm{~ns}$ trajectories for each salt concentration) to examine the behavior of charged residues in IHF, especially concerning their ability to form salt bridges under different salt concentrations. Of the 17 cationic residues noted by Record and co-workers, most are engaged in salt-bridge interactions for a significant portion of the trajectories, especially in the absence of salt. This observation suggests that, from a structural point of view, their proposal is plausible. However, the complex behaviors of charged residues observed in the MD simulations also suggest that the unusual thermodynamic characteristics for IHF-DNA binding likely arise from the interplay between complex dynamics of charged residues both in and beyond the DNA binding site. Moreover, a comparison of MD simulations at different salt concentrations suggests that the large dependence of the IHFDNA binding enthalpy on salt concentration may not be due to a significant decrease in the number of stable salt bridges in apo IHF at high salt concentration. In addition to the Hofmeister effects quantified in more recent studies of IHF-DNA binding, we recommend consideration of variation of the enthalpy change of salt bridge disruption at different salt
concentrations. Finally, the current simulation study explicitly highlights that the electrostatic properties of DNA-binding proteins can be rather different in the apo and DNA-bound states, which has important implication to the design of robust methods for predicting DNA binding sites in proteins.

### 4.2 Introduction

Protein-DNA complexes play multiple important roles in cellular processes that involve DNA "transactions", such as replication, transcription, recombination and repair as well as the packaging of chromosomal DNA. ${ }^{107}$ Proteins that interact with DNA in these complexes either serve as enzymes [e.g., DNA polymerase] ${ }^{108}$ to catalyze biochemical reactions or simply act as an "architectural scaffold" ${ }^{109}$ to manipulate the structure of DNA by, for example, bending and/or wrapping DNA. Well-known examples in the latter category include Integration Host Factor (IHF) $)^{110,111}$ and HU. ${ }^{111}$ Due to significant structural deviation from the equilibrium form of DNA (most often from the B-form), the mechanical work associated with DNA bending/wrapping needs to be compensated by the free energy gain of protein/DNA binding. ${ }^{112,113}$ Therefore, it is important to understand the thermodynamic driving force of protein-DNA binding, especially for architectural scaffolding proteins.

IHF is a remarkable example for DNA-bending/wrapping proteins. ${ }^{110,111}$ It bends the specific 34 bp DNA segment by as much as $\sim 160^{\circ}$, as illustrated by the crystal structure of an IHF-DNA complex ${ }^{114}$ (see Figure 4.1a). To investigate the mechanism of IHF-DNA binding, Record and co-workers ${ }^{115}$ explored extensively the thermodynamics of specific and non-
specific interactions between IHF and DNA using isothermal titration calorimetry. These experiments revealed several unusual thermodynamic features of IHF--DNA interactions: i) the binding is highly exothermic and strongly enthalpy-driven while being entropically unfavorable; ii) the measured salt concentration dependence of the binding constant, $S K_{\text {obs }}$ is much smaller in magnitude than that estimated based on the oligocation model of the binding interface; iii) The enthalpy change $\Delta H_{\text {sp }}^{\circ}$ and heat capacity change $\Delta C_{\text {sp }}^{\circ}$ of the specific binding are strongly dependent on the salt concentration $[\mathrm{KCl}]$ and their magnitudes decrease significantly with increasing $[\mathrm{KCl}]$ between 100 mM and 350 mM .

To rationalize these unexpected features, Record and co-workers proposed that IHF-DNA binding is coupled with the disruption of a large number of salt bridges that exist in the unbound form of IHF. ${ }^{115}$ In the crystal structure for the IHF-DNA complex, ${ }^{114}$ there are 23 cationic residues located within $6 \AA$ from DNA phosphoryl groups. ${ }^{115}$ This number is significantly larger than the average value $(\sim 12)$ found based on a large database of proteinDNA complexes. ${ }^{116}$ Interestingly, there are also many anionic residues near these cationic residues. Based on an analysis of the position of these charged residues, Record and coworkers suggested that 19 out of these 23 cationic residues can form salt bridges with nearby anionic residues following either side-chain rotations or backbone movements of flexible regions in the protein. ${ }^{115}$ Accordingly, they proposed that these salt bridges exist in the unbound form of IHF and get disrupted upon DNA binding and that disruption of salt bridges is the origin of the unusual thermodynamic features of the binding process. For example, the enthalpy change of salt bridge disruption is known to be negative, ${ }^{117}$ which explains the large exothermicity (enthalpic change) of the overall IHF-DNA binding process. They also
proposed that the salt bridges become unstable at high $\mathrm{K}^{+}$due presumably to the screening effect of salt ions; the disruption of a reduced number of salt bridges during binding then decreases the magnitude of enthalpy change at high $\mathrm{K}^{+}$, which was observed experimentally. Moreover, in a recent review article, ${ }^{118}$ Saecker and Record further speculated that the disruption of surface salt bridges coupled to DNA binding may not be unique to IHF and may occur in other DNA-wrapping proteins as well, highlighting the possible generality of this phenomenon and its potential role in regulating DNA wrapping. Recent studies of Grove and co-workers have pointed to the potential involvement of surface salt bridges in determining the length of DNA binding site in HU. ${ }^{119,120}$

Because the proposal of salt bridge disruption was based on a structural analysis of the IHF-DNA complex, one may argue that the evidence is indirect without a high-resolution structure for IHF in the unbound state. For example, considering the small free energy gain associated with salt bridge formation at protein surface, ${ }^{121,122}$ it is not clear if a large number $(\sim 23)$ of surface salt bridges would exist in the unbound state of IHF. Moreover, the simulation study of Elcock and co-workers found that the stability of salt bridges is only marginally perturbed by salt concentration up to $2 \mathrm{M},{ }^{123}$ thus the observed KCl dependence of IHF-DNA binding thermodynamics in experiments may not be due to perturbations in the number of stable salt bridges. ${ }^{115}$ Indeed, more recent analysis of Vander Meulen et al. ${ }^{124}$ that compared binding thermodynamics of IHF-DNA in different salt solutions $(\mathrm{KCl}, \mathrm{KF}$, and KGlu) indicated that the large salt dependence of the binding enthalpy is a Hofmeister effect arising from interaction of $\mathrm{Cl}^{-}$with the surfaces buried in binding. Nevertheless, the
extrapolated binding enthalpy at low salt is still highly negative, which is consistent with the salt bridge disruption model.

These considerations have stimulated us to carry out molecular dynamics simulations to investigate salt bridge dynamics in IHF (see Figure 4.1b for snapshots). Considering the size of the system and complexity of the DNA binding process, we do not anticipate a quantitative comparison to experiments. The goal of the study is to explore whether the salt bridges proposed by Record and co-workers ${ }^{115}$ are able to form and remain stable when IHF is not interacting with DNA. Along this line, we note that IHF has a large number of charged residues ( 36 cationic and 28 anionic residues out of 190 residues in total); thus it is interesting to investigate whether the salt bridges near the DNA binding site behave differently compared to other charged residues. In addition, we seek to investigate whether the propensity of salt bridge formation is perturbed by the presence of salt $\left(\mathrm{K}^{+}\right)$. Finally, because salt bridge formation and disruption are expected to significantly perturb electrostatic properties, which are used in many algorithms aimed at predicting DNA binding sites in proteins, it is of great interest to explore how sampling salt bridge dynamics impacts such predictions.

### 4.3 Methods

### 4.3.1 Molecular Dynamics Simulations of IHF in the Unbound State

Because the structure of the apo form of IHF is not available, we generate a model by simply removing DNA from the crystal structure of the IHF-DNA complex [PDB code 1IHF]. ${ }^{114}$ Starting from this structure, MD simulations are carried out at two KCl
concentrations: 0 mM (termed "no-salt") and 350 mM (termed "high-salt"); 350 mM is chosen because it was the highest salt concentration investigated in the experiments of Record and co-workers. ${ }^{115}$ The simulations are performed using the GROMACS program ${ }^{125}{ }^{126}$ with the OPLS-AA force field ${ }^{127}$ for IHF and ions. To set up the simulation, IHF is first solvated with a rhombic dodecahedron solvent box of TIP4P water ${ }^{128}(a=b=c=100 \AA)$. The TIP4P water model is adopted due to its compatibility with the OPLS-AA force field. $\mathrm{K}^{+}$and $\mathrm{Cl}^{-}$ ions were then added into the simulation box according to the proper salt concentration. Since IHF bears a net charge of $+8,8 \mathrm{Cl}^{-}$ions are added in the no-salt system, and $149 \mathrm{~K}^{+}$and 157 $\mathrm{Cl}^{-}$ions are added in the high-salt system, to achieve overall charge neutrality; snapshots of the two systems are shown in Figure 4.1. Periodic boundary condition is applied and longrange electrostatics are treated by the particle mesh Ewald method. ${ }^{129}$ For van der Waals interactions, a switching cutoff scheme for interatomic distances between 10 and $12 \AA$ is used ${ }^{130}$ The SETTLE ${ }^{131}$ (for water) and SHAKE ${ }^{132}$ (for protein) algorithms are applied to constrain bonds involving hydrogen atoms to allow an integration time step of 2 fs . The systems are equilibrated for 1 ns at 300 K with the NVT ensemble, which is followed by $25-$ 50 ns production runs with the NPT ensemble; three independent trajectories are carried out for each salt concentration. Temperature was controlled using the Nose-Hoover scheme ${ }^{133134}$ and pressure was controlled with the Berendsen scheme. ${ }^{135}$ Considering the large number of charged residues in IHF ( 36 cationic and 28 anionic), we expect that three independent 25-50 ns trajectories are sufficient for observing statistically meaningful behaviors of salt bridges (see Figures 4.4-4.10).

Because the system has many titratable residues, it is of interest to question whether many residues adopt an unexpected protonation state. Considering the fairly large conformational changes during the simulation, we did not pursue computationally intensive $\mathrm{p} K_{\mathrm{a}}$ analysis such as with MCCE; ; ${ }^{136}$ this is in part justified by the observation that most titratable residues are solvent accessible and therefore not expected to have very large $\mathrm{p} K_{\mathrm{a}}$ shift. This is confirmed by running $\mathrm{p} K_{\mathrm{a}}$ calculations with the empirical PROPKA approach ${ }^{137138}$ with several different snapshots from the MD simulations; all Glu/Asp residues are predicted to be deprotonated and Lys/Arg protonated. Along the same line, our work addresses salt-bridge interactions involving residues that are largely solvated rather than buried in the protein interior; thus, the lack of explicit polarization in the force field is unlikely a serious issue. Recent analysis highlights that including polarization is most essential in problems that involve polarnonpolar interfaces. ${ }^{139} 140141$

### 4.3.2 Calculations of Protein Surface Electrostatic Potential

To compare the electrostatic properties of IHF in different structures, we performed linear PB calculations. Calculations are done using the PBEQ module in CHARMM ${ }^{103}$ and the molecular surface is adopted to define the dielectric boundary between protein and solvent. Specifically, the set of atomic radii developed by Roux and co-workers ${ }^{142}$ is used together with a solvent probe radius of $1.4 \AA$ and an ion-exclusion layer of $2 \AA$. The partial charges for protein atoms are adopted from the standard CHARMM 27 force field. ${ }^{98}$ The multigrid setup was used to solve PB numerically and the focusing scheme was applied: the coarser grid is $160 \AA \times 160 \AA \times 160 \AA$ with $1.0 \AA$ spacing and the finer grid is $82 \AA \times 68 \AA \times 64 \AA$ with 0.4
$\AA$ spacing. The salt concentration was set as the physiological concentration of 0.15 M , and the dielectric constant was set to be 2 and 80 for the protein and water, respectively. The electrostatic potential $\phi_{i}$ was first calculated for each grid point $i$ in the finer grid enclosing the protein; the values were then used to compute residue-averaged electrostatic potential ( $\phi_{\mathrm{res}}^{j}$ ) using the PBAV option in CHARMM. ${ }^{103}$ Specifically, $\phi_{\mathrm{res}}^{j}$ is the average of $\phi_{i}$ over all grid points $i$ that belong to a residue $j$ (within the van der Waals radii of all atoms of residue j):

$$
\begin{equation*}
\phi_{\mathrm{res}}^{j}=\frac{1}{N_{j}} \sum_{i, i \in j}^{N_{j}} \phi_{i} \tag{4.1}
\end{equation*}
$$

where $N_{j}$ is the number of grid points that belong to residue $j$.

### 4.3.3 Prediction of DNA Binding Interface

To investigate how change in electrostatic potentials (due to salt bridge rearrangements) impact prediction of DNA binding site (see Impact on the Prediction of DNA Binding Sites for a detailed discussion), we select two popular web servers that predict DNA binding interface in proteins. The first one is patch plus finder (PPF) ${ }^{143}$ (http://pfp.technion.ac.il/), which finds the largest continuous patch on the protein surface that has positive electrostatic potential. The second one is Preds ${ }^{144}{ }^{145}$ (http://pre-s.protein.osaka-u.ac.jp/preds/), which predicts whether a protein is capable of binding DNA and, if so, the location of the binding interface. The prediction is characterized by a statistical score, $P_{\text {score }}$, which is calculated
based mainly on the surface electrostatic potential and the molecular shape of the protein. The only required input for both web servers is the protein structure in the standard PDB format.

### 4.3.4 Salt Dependence of Thermodynamics of Salt-Bridge Interactions

To qualitatively probe the salt dependence of the thermodynamic quantities (in particular the enthalpy change) of salt-bridge interactions, we have computed the potential of mean force (PMF) for the association of $\mathrm{K}^{+}$and $\mathrm{Cl}^{-}$at three KCl concentrations $(0.2 \mathrm{M}, 0.5 \mathrm{M}$ and $0.8 \mathrm{M})$ at three temperatures $(280 \mathrm{~K}, 300 \mathrm{~K}, 320 \mathrm{~K})$. The OPLS-AA force field and TIP4P water model are used in the simulations. The PMF is directly inverted from the KCl radial distribution function, and the enthalpic/entropic components for the association/dissociation are calculated based on simple finite difference and shown in Table 4.3.

### 4.4 Results and Discussion

Although three independent trajectories are calculated for each salt concentration, the results are qualitatively similar. Therefore, in the following discussions, unless explicitly stated, results for the longest simulation ( 50 ns ) are discussed.

### 4.4.1 Overall Conformational Stability of IHF in the Absence of DNA

Without the DNA, it is expected that the structure of IHF undergoes relaxation away from its conformation in the IHF-DNA complex (which is the starting configuration of the MD
simulations). IHF is a heterodimer with two subunits, $\alpha$ and $\beta$, and can be divided into two domains according to secondary structure content and functional roles. The first domain (residues excluding 54 to 77 on both subunits, shown in green in Figure 4.2a) is made up of mainly $\alpha$ helices and is named as the core domain; the second "arm" domain (residue 54 to 77 on both subunits, shown in yellow in Figure 4.2a), on the other hand, consists mainly of $\beta$ sheets and embraces the bound DNA in the IHF-DNA complex. As shown in Figure 4.2a, the core domain is relatively stable and the arm domain has more significant conformational changes during the MD simulations. To analyze the structural transitions more quantitatively, the RMSD of the backbone non-hydrogen atoms in the two domains were calculated along MD trajectories relative to the starting structure; the backbone non-hydrogen atoms of the core domain are used as the reference for best-fit in the RMSD calculations. As shown in Figure 4.2 b , the RMSD of the core domain is $\sim 2 \AA$ throughout the 50 ns simulations at both no salt ( 0 mM KCl ) and high-salt ( 350 mM KCl ) conditions, which indicates that the core domain remains stable in the absence of DNA. The RMSD of the arm domain, however, can be as large as $\sim 10 \AA$ in both sets of trajectories, suggesting that the arm domain, which embraces DNA in the complex, becomes very floppy after DNA is removed. Moreover, the $\beta$ sheet structure in the arm domain (colored purple in Figure 4.2a) undergoes partial unfolding during simulations, which hints at the possibility that IHF-DNA binding is coupled with a local folding transition in the arm domain, which is often observed in the formation of specific protein-DNA complexes. ${ }^{146}$

### 4.4.2 Salt Bridge Dynamics

In the proposal by Record and co-workers, ${ }^{115} 19$ of the 23 cationic residues in the DNA binding interface have the potential to (re)form salt bridges with nearby anionic residues in the absence of DNA. The potential salt bridge partners for two His residues (H54 and H79) on the $\beta$ subunit are two anionic residues (D98 and D99) near the C-terminus of the $\alpha$ subunit, which is missing in the crystal structure of the IHF-DNA complex and therefore not included in our simulation. Thus, these two His residues are not included in the subsequent analysis, and we focus on the remaining 17 cationic residues (all are Lys or Arg); they are referred to as the 17 binding-site cationic residues. Moreover, as mentioned in the introductory section, there are in total 36 cationic residues in IHF, thus we also explore the behaviors of the remaining 19 cationic residue in terms of the formation of salt bridge interactions.

### 4.4.2.1 Distribution of Salt Bridge Distances.

To analyze the propensity of all 36 cationic residues toward forming salt bridge interactions, we first monitor the shortest distance between the nitrogen atoms of each cationic residue and the oxygen atoms in all anionic residues ( $r_{\text {min-NO }}$ ). To establish a distance criterion for defining salt bridge formation, a classical statistical study concluded that $r_{\min -\mathrm{No}}$ $\leq 4 \AA$ should be used because this criterion leads to the largest difference in the frequency of observing oppositely charged pairs versus likely charged pairs in protein crystal structures. ${ }^{147}$ In the analysis of Record and co-workers; ${ }^{115}$ however, an $r_{\text {min-NO }}$ of $\leq 3 \AA$ was used instead as a criterion for dehydrated (i.e. no solvent between) salt bridges. To determine which criterion
is more appropriate for the current study, we calculate the normalized histogram, $H\left(r_{\min -\mathrm{No}}\right)$, for all 36 cationic residues collected from both no-salt and high-salt simulations; the volume factor $4 \pi r_{\min -\mathrm{No}}{ }^{2}$ is not included for simplicity. As shown in Figure 4.3, there is a large and sharp peak between 2 and $3.5 \AA$, which corresponds to the dehydrated salt bridge state, and another small peak (shown in the inset of Figure 4.3) between 3.5 and $5.5 \AA$, which corresponds to the solvent-mediated ion pair. In a recent computational study of acetatemethylammonium (model compounds for salt bridges) association, three minima were observed in the potential of mean force: one for the direct (dehydrated) interaction and another two for solvent-separated interactions. ${ }^{123}$ The positions of the first two minima in that work are essentially the same as those found here. The boundary between the two peaks in Figure 4.3 falls around $3.3 \AA$; therefore, the distance criterion for defining a dehydrated salt bridge is chosen as $r_{\text {min-NO }} \leq 3.3 \AA$, which is used in all subsequent analysis. This criterion is similar to that used by Record and co-workers ${ }^{115}$ while more strict than that from the statistical study. ${ }^{147}$ Comparison between the no-salt and high-salt results in Figure 4.3 suggests that an increasing salt concentration decreases the probability of forming dehydrated salt bridges (the first peak) and the solvent-mediated ion pair (the second peak); as discussed in more detail below, however, the magnitude of the effect is rather small.

### 4.4.2.2 Salt bridge formation for the 17 binding-site cationic residues in the absence of KCl

As shown in Figure 4.4-4.10, there is complex behavior in the salt-bridge dynamics. The salt bridge formation probability $P$ for a specific cationic residue is defined as the fraction of
simulation time during which this residue is engaged in a salt bridge interaction as determined based on the criterion $r_{\min -\mathrm{NO}} \leq 3.3 \AA$. Although we have only carried out three $25-50 \mathrm{~ns}$ trajectories for each salt concentration, there are significant fluctuations in the salt-bridge distances during the simulations for most cationic residues. Therefore, the overall trends in $P$ are expected to be meaningful; thus, the qualitative behaviors of the salt-bridges are fairly similar among the three independent trajectories. As shown in Table 4.1, $P$ varies rather significantly between 0 and 1 for the 17 binding-site cationic residues discussed by Record and co-workers. ${ }^{115}$ Nevertheless, the majority of these residues have formed salt bridges within $25-50 \mathrm{~ns}$ with considerable $P$ values; this is true especially in the no-salt simulation. For example, if we (arbitrarily) choose $P=0.1$ as the cutoff, 12 out of the 17 binding-site cationic residues form salt bridges in the no-salt simulation. This is quite remarkable since some of the cationic residues are rather far from any anionic residue in the starting (IHFDNA complex) structure; the most striking example is R56 $\beta$, which is $12.4 \AA$ from any anionic residue in the initial structure but has a significant $P$ value of $\sim 0.3$ in three independent trajectories. Some salt bridges form quickly and remain stable throughout the simulation; for example, $\mathrm{K} 20 \alpha, \mathrm{R} 55 \alpha, \mathrm{~K} 75 \beta$, and $\mathrm{R} 87 \beta$ all have $P$ values higher than 0.90 in at least one of the three independent trajectories (Figure 4.4). Out of the 17 binding site cationic residues, 5 of them ( $\mathrm{K} 45 \alpha, \mathrm{~K} 57 \alpha, \mathrm{R} 60 \alpha, \mathrm{R} 59 \beta$ and $\mathrm{K} 81 \beta$ ) do not lead to significant salt bridge formation ( $P<0.01$ ) during any of the $25-50 \mathrm{~ns}$ of simulations (Figure 4.5); they are all rather far from anionic residues in the initial structure ( $r_{\text {min-NO }}>7.5 \AA$ ); thus, salt bridge formation likely implicates structural transitions at longer time scales (for their location in

IHF, see Figure 11b). Nevertheless, even some of these residues come rather close to form stable salt-bridges during the simulations (e.g., see Figure 4.5 for R60 $\alpha$, for which $r_{\text {min-NO }}$ decreases from $\sim 14$ to $\sim 4 \AA$ ). In short, the simulations clearly illustrate that, in the absence of salt, a majority of the cationic residues in the DNA binding region have significant propensity to form salt bridges in the absence of DNA.

### 4.4.2.3 Salt bridge dynamics for the other 19 cationic residues

Among 19 other cationic residues, which are further away from the DNA binding site in the IHF-DNA complex structure, 11 of them are engaged in salt bridge interactions in the IHF-DNA complex (i.e., $r_{\min -\mathrm{NO}}<3.3 \AA$ ); all these, except K20 $\beta$ (see below), have high $P$ values throughout the simulation. Among the rest, 5 of them (K15 $\alpha, \mathrm{R} 21 \alpha, \mathrm{R} 77 \alpha, \mathrm{~K} 97 \alpha$, and K69 $\beta$ in Figure 4.7) also have significant $P$ values (Table 2) although they are not engaged in salt bridges in the IHF-DNA complex. Therefore, this simulation suggests that the disruption of salt bridges involving these cationic residues may also be coupled to the DNA binding process and contribute to the unusual thermodynamic features of IHF-DNA binding. These residues were not considered by Record and co-workers because they are more than $6 \AA$ away from the phosphoryl oxygen atoms of DNA in the crystal complex structure. ${ }^{114}$ Because electrostatic interactions are relatively long-ranged, it is not unreasonable that DNA binding can perturb interactions beyond the immediate binding region. On the other hand, to firmly support the involvement of these cationic residues, one needs to verify that these cationic
residues do not engage in salt bridge interactions in an MD simulation of the IHF-DNA complex, which is beyond the scope of this work.

As mentioned above, K20 $\beta$ is somewhat unusual in that it forms salt bridges in the IHF-DNA complex structure but these salt bridges get disrupted completely in the absence of DNA in all three independent trajectories (see Table 2 and Figure 4.10). This behavior is strikingly different from that of the other 35 cationic residues and motivates further structural analysis of this residue. The local environment of $\mathrm{K} 20 \beta$ at different stages of the simulation is shown in Fig.6: in the initial structure, K20 $\beta$ forms bifurcated salt bridges with E23 $\beta$ and D24 ; in the absence of DNA, as shown by a snapshot at 22.4 ns in the no-salt simulation (high-salt simulation shows similar behavior) in Figure 4.12b, these two salt bridges are broken, and E23 $\beta$ and D24 form salt bridges with two of the 17 binding site cationic residues, $\mathrm{K} 3 \beta$ and $\mathrm{K} 27 \beta$. Therefore, in addition to the disruption of salt bridges, there is also salt bridge switching (coupled disruption and formation) involved in the DNA binding process.

### 4.4.2.4 Effects of KCl concentration on salt bridge formation

To explore the effect of KCl on salt bridge formation, we compare $P$ for all 36 cationic residues under no-salt and high-salt conditions; because only three trajectories are run for each salt concentration, we show the $P$ values from these simulations as separate data points in Fig. 5a rather than attempting to compute standard deviations. As shown in Figure 4.11a, for most residues the effect of KCl concentration is rather minor. The exception is for four
cationic residues in the DNA binding region: R76 $\alpha$, K88 $\alpha, \mathrm{R} 56 \beta$, and R87 $\beta$. These four residues (shown in bold in Table 1 and in yellow in Figure 4.11b) have considerable $P$ values under no-salt condition but essentially a zero $P$ value with 350 mM KCl . A common feature for these four residues is that they are relatively far from anionic residues in the starting structure (Figure 4.4 and 4.6). The shortest $r_{\text {min-NO }}$ is for R87 $\beta$, which is $5.9 \AA$. As shown in Figure 4.6 for $\mathrm{R} 56 \beta$, although $r_{\text {min-NO }}$ is seen to decrease substantially from the initial (crystal) value of $12.4 \AA$ to salt-bridge range ( $\leq 3.3 \AA$ ) in the no-salt simulation, the distance rarely decreases to below $5 \AA$ in the high-salt simulation. Therefore, the overall trend is that KCl has a significant impact on salt bridge formation only if the charged residues are initially far away from each other. This trend makes physical sense since the screening effect associated with salt ions only plays a significant role at long range. At short distances (compared to the size of solvent), electrostatic screening is not expected to be important. For example, the computational study of Elcock and co-workers on the association of acetate and methylammonium (model compounds for salt bridges) found that the free energy minimum that corresponds to the dehydrated salt bridge state is not diminished even up to 2 M salt. ${ }^{123}$ As the salt concentration increases from 0 to 0.3 M (similar to the high-salt condition here), the stability of the dehydrated salt bridge is reduced by only $0.2 \mathrm{kcal} / \mathrm{mol}$.

These analyses suggest that even at 350 mM KCl , a significant fraction of salt bridges in the unbound form of IHF is expected to be stable ( 8 out of 17 residues have $P_{\text {salt }}$ values larger than 0.1 in at least one $25-50 \mathrm{~ns}$ trajectory). This conclusion seems to be inconsistent with the proposal of Record and co-workers that salt bridges are unstable at $350 \mathrm{mM} \mathrm{K}^{+}$and hence that
there is no disruption of salt bridges coupled to DNA binding. This second hypothesis was proposed to explain the experimental observation that $\Delta H_{\mathrm{sp}}^{\circ}$ for specific binding increases (becomes less negative) significantly from $-56.1 \mathrm{kcal} / \mathrm{mol}$ at $60 \mathrm{mM} \mathrm{K}^{+}$to $-10.8 \mathrm{kcal} / \mathrm{mol}$ at $350 \mathrm{mM} \mathrm{K}^{+}$at $40{ }^{\circ} \mathrm{C}$. More recent analyses, ${ }^{124}$ however, found that a significant portion of the large salt dependence is due to the Hofmeister effect associated with $\mathrm{Cl}^{-}$; extrapolations of results in different salt solutions ( $\mathrm{KCl}, \mathrm{KF}$, and KGlu) showed that, at low salt concentration, the binding enthalpy is essentially independent of the salt concentration. Nevertheless, it is of interest to discuss other factors that can potentially contribute to the salt dependence of binding thermodynamics in light of the current simulations. For example, since our simulation results indicate that the disruption of multiple salt bridges is still likely involved in DNA binding at even $350 \mathrm{mM} \mathrm{K}^{+}$, we suspect that the increase of $\Delta H_{\mathrm{sp}}^{\circ}$ is due, at least in part, to the increase of the enthalpy change of disrupting a salt bridge $\left(\Delta H_{d}\right)$ with respect to the increase of $\mathrm{K}^{+}$concentration. This can be understood by comparing the processes of salt bridge disruption at no-salt and high-salt conditions. The enthalpy change for salt bridge disruption at the no-salt condition ( $\Delta H_{d}^{\text {no-salt }}$ ) is negative because of the increase in hydration enthalpy when two charged species are separated. ${ }^{148}$ At higher salt concentration, however, the disruption of a salt bridge is coupled to the formation of two side-chain-counterion interaction pairs. As a result, the enthalpy change ( $\left.\Delta H_{\mathrm{d}}^{\text {salt }}\right)$ should be $\Delta H_{\mathrm{d}}^{\text {no-salt }}$ plus the enthalpy change of forming two side-chain-counterion pairs, which is positive, and therefore, $\Delta H_{\mathrm{d}}^{\text {salt }}$ should be larger (less negative) than $\Delta H_{\mathrm{d}}^{\text {no-salt, }}$; at a qualitative level, this effect is embedded with the calculations for the enthalpy change for $\mathrm{K}^{+}-\mathrm{Cl}^{-}$ion pair dissociation at different
concentrations. Whether this effect is important at a quantitative scale remains to be determined because the estimated impact for $\mathrm{K}^{+}-\mathrm{Cl}^{-}$ion pair dissociation is fairly modest in magnitude. Moreover, this contribution can be offset by similar effects, but of the opposite sign, associated with the formation of ionic interactions between the cationic residues in IHF and phosphoryl groups in DNA.

Clearly, the association of KCl is entropically driven ( $\Delta \mathrm{S}>0$ ) while enthalpically unfavorable $(\Delta \mathrm{H}>0)$; the magnitude of the enthalpic change decreases as a function of the $[\mathrm{KCl}]$, although the effect is fairly modest. Nevertheless, when a large number of salt-bridge interactions are involved, as in the case of protein/DNA interactions, this effect can be significant. For example, the binding enthalpy for IHF-DNA at $20^{\circ}$ increases with salt concentration with a slope of $11 \pm 2 \mathrm{kcal} /(\mathrm{mol} \cdot \mathrm{M})$ for KF and $\mathrm{KGlu},{ }^{122}$ which translates to on the order of $3 \mathrm{kcal} / \mathrm{mol}$ at salt concentration of 300 mM ; this magnitude is not too different from the cumulative effect from 10-20 salt-bridge interactions as predicted from Table 4.1. In reality, however, we realize that the situation is complex because there is a significant Hofmeister component in the experimentally observed salt dependence, and that the contribution that we discuss here can be offset by similar effects, but of the opposite sign, associated with the formation of ionic interactions between the cationic residues in IHF and phosphates in DNA.

### 4.4.3 Impact on the Prediction of DNA Binding Sites

As mentioned in the introductory section, an important goal of this study is to explore how sampling salt bridge dynamics impacts the prediction of DNA binding sites on proteins. The goal is motivated by the consideration that salt bridge formation or disruption is expected to significantly modulate the system electrostatics, which play a major role in many DNA binding site prediction algorithms. ${ }^{145,144,149,150,151}$ Indeed, many such algorithms have been tested or trained using the structures of protein-DNA complexes (with the DNA excised). If there is significant structural difference between the unbound and bound conformations of the protein, such as the formation or disruption of a large number of salt bridges, the electrostatic properties may differ significantly. As a result, an algorithm trained using bound state structures may not be effective because realistic applications will require using the unbound state as input.

To illustrate the change of surface electrostatic potential in IHF due to salt bridge dynamics, we calculate the differential electrostatic potential between IHF adopting the conformation in the IHF-DNA complex (PDB code 1IHF) ${ }^{114}$ and a snapshot from the no-salt simulation in which the maximum number (12 of 17) of binding-site cationic residues have formed salt bridges (see Figure 4.13). For the red regions in Figure 4.13, the residue-averaged electrostatic potential difference ( $\Delta \phi_{\text {res }}$ ) is more than $5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \cdot \mathrm{e}^{-1} ; \Delta \phi_{\text {res }}$ is less than 5 $\mathrm{kcal} \cdot \mathrm{mol}^{-1} \cdot \mathrm{e}^{-1}$ for the blue regions, whereas it is between -5 and $5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \cdot \mathrm{e}^{-1}$ for the white regions. It is clear that for most of the DNA binding interface, the electrostatic potential is
decreased by more than $5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \cdot \mathrm{e}^{-1}$ as the IHF structure relaxes away from the conformation in the IHF-DNA complex. We emphasize here that the structural variations sampled in this study are limited to the time scale of $25-50 \mathrm{~ns}$; with the realistic structure of the apo state IHF, the difference in the structural and electrostatic properties can be even greater.

The key question is whether such change in the surface electrostatic potential has a significant impact on the performance of structure-based algorithms for DNA binding site prediction. As discussed in the Computational Methods section, we tested this using two popular structure-based web servers. The first server is patch plus finder (PPF), ${ }^{143}$ which finds the largest continuous patch with positive electrostatic potential on the protein surface. ${ }^{151}$ Using the IHF structure in the IHF-DNA complex as input, the predicted patch by PPF (see Figure 4.14a) contained 63 residues and coincided with the authentic DNA binding interface. Using the snapshot with altered salt bridge patterns as the input structure, however, the predicted patch (see Figure 4.14 b) contained 35 residues and spanned only half of the arm domain.

The second server we tested was Preds, ${ }^{145,144}$ which makes prediction on the basis of not only surface electrostatic potential but also molecular shape features. An output of Preds is a statistical score, $P_{\text {score }}$, and the input protein is predicted to be a DNA binding protein if $P_{\text {score }}$ is higher than 0.12 . Using the IHF structure in the IHF-DNA complex as input, the predicted $P_{\text {score }}$ was 0.27 ; the score becomes substantially lower ( 0.17 ) when the snapshot from simulation was used. Another output of Preds is the predicted binding sites, which are shown in Figure 4.14 c and 4.14 d with different IHF structures as input; the difference is relatively
small, and the predicted binding site is reduced from 90 to 73 residues when the snapshot from MD simulation is used instead of the IHF structure in the IHF-DNA complex. Therefore, the prediction of DNA binding site appears to be more robust when electrostatic properties are augmented by geometrical considerations.

### 4.5 Conclusions

Protein-DNA binding processes likely involve many structural transitions at both domain and side-chain levels, which are not straightforward to capture using experiments alone. In this study, motivated by the proposal of Record and co-workers in recent thermodynamic studies of specific DNA binding to IHF, ${ }^{115}$ we have focused on the behavior of charged residues in IHF using explicit solvent molecular dynamics simulations. Even at the somewhat limited time scale of $25-50 \mathrm{~ns}$, we have observed rather rich behaviors. Of the 17 cationic residues noted by Record and co-workers, most are engaged in salt-bridge interactions for a significant portion of the trajectories, especially under the no-salt condition. This observation suggests that, from a structural point of view, their proposal that IHF-DNA binding is coupled with the disruption of pre-existing salt-bridges in apo IHF is plausible. However, switching of salt bridge pairs, i.e. the simultaneous disruption and formation of salt bridges, that involve nonbinding site cationic residues has also been observed during the MD simulations. Therefore, the unusual thermodynamic characters for IHF-DNA binding likely arise from the interplay between fairly complex dynamics of charged residues both in and beyond the DNA binding site. With regard to the salt effect, the MD simulations suggest that it contributes to
the screening of electrostatic interactions only when salt bridge pairs are far away from each other, consistent with a recent computational study of small molecules that form salt bridges. ${ }^{123}$ Therefore, the large dependence of the IHF-DNA binding enthalpy on salt concentration may not be due to a significant decrease in the number of stable salt bridges in apo IHF at high salt concentration; this is qualitatively consistent with more recent analysis, ${ }^{124}$ which found that the salt dependence of binding enthalpy is largely a Hofmeister effect.

Our simulation study further highlights that the electrostatic properties of DNA-binding proteins can be rather different in the apo and DNA bound states. This has important implications to the design of methods for predicting DNA binding sites in proteins. As we have illustrated using two examples; it appears to be essential to explicitly consider sampling salt-bridge dynamics when evaluating electrostatic properties or to supplement electrostatic properties with geometrical criteria based on structural complementarity.
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Table 4.1 Summary of salt-bridge activity for binding-site cationic residues $r_{\text {init }}$ (in angstroms) is the minimal distance between N in a cationic residue and O in all anionic residues in IHF in the IHF-DNA complex (PDB code 1IHF). $P_{\text {no-salt }}$ and $P_{\text {salt }}$ are the probabilities of salt bridge formation in no-salt and high-salt simulations, respectively. Residues shown in bold exhibit the most significant difference between $P_{\text {no-salt }}$ and $P_{\text {salt }}$ (also shown as circled red dots in Figure 4.11). For each residue, the first row gives the value from a 50 ns simulation, while the second row gives the value from two other independent 25 ns simulations. Summary of salt-bridge activity for binding-site cationic residues

| residue | $r_{\text {init }}(\AA)$ | $P_{\text {no-salt }}$ | $P_{\text {salt }}$ | residue | $r_{\text {init }}(\AA)$ | $P_{\text {no-salt }}$ | $P_{\text {salt }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K $5 \alpha$ | 3.0 | 0.87 | 0.97 | R93 | 2.9 | 0.76 | 0.96 |
|  |  | 0.99/0.96 | 1.00/0.99 |  |  | 0.97/0.97 | 0.94/0.91 |
| K15 $\alpha$ | 4.6 | 0.86 | 0.92 | K20 $\beta$ | 3.0 | 0.03 | 0.06 |
|  |  | 0.96/0.91 | 0.89/0.86 |  |  | 0.02/0.15 | 0.04/0.02 |
| $\mathrm{R} 21{ }^{\text {a }}$ | 5.4 | 0.43 | 0.54 | R42 $\beta$ | 3.0 | 0.76 | 0.88 |
|  |  | 0.66/0.43 | 0.58/0.31 |  |  | 0.70/0.52 | 0.32/0.24 |
| R35 ${ }^{\text {a }}$ | 2.9 | 1.00 | 1.00 | R46 $\beta$ | 3.0 | 0.28 | 0.34 |
|  |  | 1.00/1.00 | 1.00/1.00 |  |  | 0.11/0.25 | 0.39/0.21 |
| R36 $\alpha$ | 3.3 | 0.88 | 0.65 | $\mathrm{R} 62 \beta$ | 6.7 | 0.00 | 0.39 |
|  |  | 0.79/0.79 | 1.00/0.81 |  |  | 0.00/0.00 | 0.00/0.00 |
| K66 $\alpha$ | 12.4 | 0.08 | 0.00 | K65 $\beta$ | 10.1 | 0.00 | 0.00 |
|  |  | 0.00/0.00 | 0.00/0.00 |  |  | 0.00/0.00 | 0.00/0.00 |
| $\mathrm{R} 77 \alpha$ | 3.6 | 0.83 | 0.94 | K69 ${ }^{\text {\% }}$ | 6.6 | 0.36 | 0.26 |
|  |  | 0.81/0.58 | 0.89/0.96 |  |  | 0.32/0.51 | 0.14/0.20 |
| K86 $\alpha$ | 7.2 | 0.02 | 0.05 | K84 $\beta$ | 3.0 | 0.70 | 0.31 |
|  |  | 0.10/0.02 | 0.14/0.00 |  |  | 0.40/0.81 | 0.26/0.25 |
| R90 ${ }^{\text {a }}$ | 3.0 | 1.00 | 1.00 | $\mathrm{R} 89 \beta$ | 2.8 | 0.99 | 1.00 |
|  |  | 0.98/0.99 | 1.00/1.00 |  |  | 0.95/1.00 | 1.00/1.00 |
| K97 ${ }^{1}$ | 4.5 | 0.55 | 0.56 |  |  |  |  |
|  |  | 0.46/0.57 | 0.56/0.42 |  |  |  |  |

Table 4.2 Summary of salt bridge activity for non-binding site cationic activity $r_{\text {init }}$ (in angstroms) is the minimal distance between N in a cationic residue and O in all anionic residues in IHF in the IHF-DNA complex (PDB code lIHF). $P_{\text {no-salt }}$ and $P_{\text {salt }}$ are the probabilities of salt bridge formation in no-salt and high-salt simulations, respectively. Residues shown in bold exhibit the most significant difference between $P_{\text {no-salt }}$ and $P_{\text {salt }}$ (also shown as circled red dots in Figure 4.11). For each residue, the first row gives the value from a 50 ns simulation, while the second row gives the value from two other independent 25 ns simulations.

| $[\mathrm{KCl}]$ | $\Delta G(\mathrm{kcal} / \mathrm{mol})$ | $\Delta S\left(\mathrm{kcal} / \mathrm{mol} \cdot \mathrm{K}^{-1}\right)$ | $\Delta H(\mathrm{kcal} / \mathrm{mol})$ |
| :---: | :---: | :---: | :---: |
| 0.2 M | -2.09 | 0.0087 | 0.50 |
| 0.5 M | -1.88 | 0.0075 | 0.37 |
| 0.8 M | -1.75 | 0.0071 | 0.36 |

Table 4.3 Dependence of thermodynamic properties of $\mathrm{K}-\mathrm{Cl}$ association on $[\mathrm{KCl}]$ The potential mean force was inverted from the radial distribution function. The enthalpic and entropic components were calculated based on the finite difference between simulations at three temperatures ( $280 \mathrm{~K}, 300 \mathrm{~K}, 320 \mathrm{~K}$ ).


Figure 4.1 Structure of IHF.
(a) The crystal structure of IHF-DNA complex (pdb 1IHF) IHF is shown in New Cartoon and in purple while DNA is shown in Ribbons and in yellow. The 17 proposed cationic residues by Record and co-workers (not including two His residues, H54 and H79) are shown in Licorice. (b) A snapshot from MD simulations of apo-IHF at 350 mM KCl . The starting structure is obtained from the crystal structure of the IHF-DNA complex (PDB code 1IHF) from which the DNA is removed. IHF is shown in the Cartoon scheme and in purple; oxygen atoms of water molecules are shown as points and in iceblue. $\mathrm{K}^{+}$and $\mathrm{Cl}^{-}$ions are shown as spheres and in yellow and green, respectively. The figures are made using VMD. ${ }^{152}$


Figure 4.2 Conformational transitions in IHF observed within 50 ns MD simulations (a) Overlap of IHF conformation in the IHF-DNA complex (PDB entry 1IHF) and a random snapshot by the end of the no-salt MD simulation. The backbone atoms of the core domain were used as the best-fit region. The core and arm domains of the crystal conformation are colored green and yellow, respectively, while those in the MD snapshot are colored grey and purple, respectively. (b and c) the RMSD of backbone atoms of (b) the core domain and (c) the arm domain along MD trajectories with respect to the crystal conformation of IHF with the backbone atoms of the core domain as the bestfitting region.


Figure 4.3 Normalized histogram $H(r)$ of salt bridge distance.
$r_{\text {min-NO }}$ is the minimal distance between N in a cationic residue and O in all anionic residues for all 36 cationic residues collected from no-salt and high-salt simulations. The inset shows the small peak between 3 and $6 \AA$.

Figure 4.4 Behaviors of stable salt bridges involving binding-site cationic residues during MD simulations

These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure.


Figure 4.5 Behaviors of binding-site cationic residues without significant salt-bridge formation during MD simulations

These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure.







Figure 4.6 Behavior of salt-bridges of binding-site cationic residues in MD simulations These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure.



Figure 4.7 Behavior of non-binding site cationic residues with large $r_{\text {init }}$ that engage in salt-bridge behavior during MD simulations

These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure. These residues do not engage in salt bridges in the IHF-DNA complex but spend a significant amount of time engaged in salt bridge interactions during the MD simulations.


Figure $4.8 \quad$ Behavior of non-binding-site cationic residues with small $r_{\text {init }}$ values that demonstrate formation of salt-bridges during MD simulations

These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure. These residues engage in salt bridges in the IHF-DNA complex and spend a significant amount of time engaged in salt bridge interactions during the MD simulations.



Figure $4.9 \quad$ Behavior of non-binding site cationic residues with large $r_{\text {init }}$ values that do not engage in significant salt-bridge interactions during MD simulations

These illustrate no-salt ( 0 M KCl , top panel for each residue) and high-salt ( 350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure.


Figure 4.10 Salt-bridge behavior of K20 $\beta$, a non-binding site cationic residue, during MD simulations

This illustrates no-salt ( 0 M KCl , top panel for each residue) and high-salt (350 mM KCl , bottom panel for each residue) conditions; results for other two independent 25 ns simulations for each salt concentration are qualitatively similar and therefore not shown. The salt-bridge distance $r$ for a specific cationic residue is the minimal distance between its side chain N atom and side chain O atoms in all anionic residues; $r_{\text {init }}$ indicates the value in the crystal structure. Although this residue forms a salt bridge in the DNAIHF complex, it is rapidly disrupted during MD simulations


Figure 4.11 Behavior of cationic residues in IHF during MD simulations.
(a) Correlation between $P_{\text {no-salt }}$ and $P_{\text {salt }}$ for all 36 cationic residues. The 17 binding-site cationic residues are shown as red dots while the other 19 are shown as open circles; for each residue, results for three independent pairs of simulations are shown as separate data points. The circled red dots indicate residues that exhibit the most significant differences between $P_{\text {no-salt }}$ and $P_{\text {salt }}$ (also see Table 1). The $P_{\text {no-salt }}=P_{\text {salt }}$ line is meant to guide the eyes. (b) A random snapshot from no-salt simulation. IHF is shown in New Cartoon and colored according to the RMSF (red indicates high RMSF while blue low RMSF). The 17 binding-site cationic residues are shown in Licorice and in different colors according to their salt-bridge formation probabilities: residues whose $P_{\text {no-salt }}$ and $P_{\text {salt }}$ are both greater than 0.10 are shown in red; residues whose $P_{\text {no-salt }}$ and $P_{\text {salt }}$ are both lower than 0.10 are shown in blue; residues with high $P_{\text {no-salt }}$ but low $P_{\text {salt }}$ (bold in Table 1 and circled in (a)) are shown in yellow.




Figure 4.12 The positions of K3, K20, E23, D24, K27 on the $\beta$ subunit.
(a) the IHF conformation in the IHF-DNA complex (PDB code 1IHF) and (b) a snapshot at 22.4 ns from the no-salt simulation. The five charged residues are shown in licorice scheme while the protein is shown in ribbons. The salt bridge distances ( $r_{\text {min-NO }}$, in $\AA$ ) for salt bridges are also shown. Comparison between (a) and (b) indicates that the salt bridge pattern involving K20 $\beta$ changes during the simulation.


Figure 4.13 Differential residue-averaged electrostatic potential ( $\Delta \phi_{\text {res }}$ ) between the simulated apo structure and the crystal apo structure, mapped onto the crystal apo structure.
$\Delta \phi_{\text {res }}$ is larger than $5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \mathrm{e}^{-1}$, less than $-5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \mathrm{e}^{-1}$ and between 5 and $5 \mathrm{kcal} \cdot \mathrm{mol}^{-1} \mathrm{e}^{-1}$ for the blue, red and white regions, respectively.


Figure 4.14 Results of DNA binding site prediction using two popular online servers.
IHF is shown as a cartoon, and the residues predicted for the binding sites are colored blue in a van der Waals scheme. (a and b) DNA binding sites predicted by PPF for the (a) crystal apo and (b) simulated unbound IHF structures. (c and d) The DNA binding sites predicted by Preds for (c) the crystal apo structure and (d) the simulated unbound structure.

## CHAPTER 5

## Future Directions

### 5.1 Cellular Uptake of Pancreatic-type Ribonucleases

Secretory ribonucleases have provided a wealth of knowledge about protein structure and function in the past. Currently, ribonucleases demonstrate great promise as clinical therapies for a variety of pathological conditions. A critical step in the cytotoxic pathway of ribonucleases involves their cellular uptake. Previously, the internalization of these ribonucleases was believed to be due to an electrostatic attraction to the cell surface. ${ }^{32,72}$ Increased positive charge was shown to increase internalization and cytotoxicity, supporting this hypothesis. ${ }^{37,29}$ Increasing positive charge through site-directed mutagenesis or through chemical means may increase electrostatic association but these results have been confounded by specificity for species present on the cell surface. For example, heparan can inhibit the cytotoxicity of polyethylenimine-cationized RNase A, which demonstrates increased cytotoxicity compared to RNase A, via competition with the cell surface. ${ }^{153}$

This thesis focused on using a combination of computational and experimental techniques to increase understanding about the cellular uptake of Onconase, RNase A, and RNase 1. While for Onconase, electrostatic forces are sufficient to cause cell association and internalization, the internalization of other ribonucleases is far greater than expected based on electrostatic forces estimated through computational analysis. Internalization can be increased by substituting positively charged amino acids without affinity for the cell surface with positively charged species with affinity for the cell surface. While this thesis has focused on understanding the cellular uptake of secretory ribonucleases, there are additional areas of
potential import for the development of chemotherapeutics based on ribonucleases, including increasing specificity towards desired cell type and increasing pharmacological half-life.

### 5.2 Pharmacological Targeting of Ribonucleases

Many older chemotherapeutics target rapidly proliferating cells, resulting in common side effects such as alopecia, nausea, and neutropenia. Interestingly, Onconase does not cause these side effects, suggesting that it is able to target cancer cells specifically. ${ }^{154}$ However, the anti-tumoral effectiveness of ONC is limited by dose-limiting reversible renal toxicity. In order to increase the usefulness of ONC, strategies have been developed to increase its tumoral targeting. One of these strategies involves the development of immunoRNases.

ImmunoRNases are RNases that have been conjugated via a linker to an antibody targeting a tumor-associated-antigen present on cancer cell surfaces. ${ }^{155}$ Several different immunoRNases have been developed. Onconase was conjugated to an anti-CD22 monoclonal antibody, LL2, resulting in a conjugate which exhibited cytotoxicity towards lymphoma cells at pM concentrations and demonstrated increased specificity in mice. ${ }^{156}$ RNase 1 was conjugated to an anti-ErbB2 antibody and demonstrated increased cytotoxicity towards an ErbB2-positive murine cancer line as compared to the anti-ErbB2 antibody and RNase 1 individually. ${ }^{157}$ Similar increases in cytotoxicity and specificity have been obtained with conjugates of RNase 1 with anti-CD30 antibodies ${ }^{158}$ or with human epidermal growth factor. ${ }^{159}$ While immunoRNases demonstrate great potential for targeting tumors clinically,
antibody-based chemotherapeutics can cause severe side effects as they can be highly immunogenic. ${ }^{160}$

ImmunoRNases target tumor-associated-antigens on the cell surface but the protein expression profile of malignant cells also differs from normal cells. One example of such a protein is urokinase. Urokinase is a critical component for clot degradation within the coagulative process, but increased tumor expression and concentration of urokinase has been associated with poor clinical outcomes in several types of human cancer, including breast cancer. ${ }^{161}$ Specifically, urokinase is believed to be important for tumor cell proliferation and metastasis. ${ }^{162}$ Small-molecule inhibitors for urokinase could be useful as well as a novel strategy based on the development of a ribonuclease zymogen that would be enzymatically activated by urokinase, resulting in regional specificity.

Zymogens are inactive proteases that become active after an activation process, usually involving cleavage. Several ribonuclease zymogens have been developed that are activated by HIV-protease, ${ }^{163}$ plasmepsin II from Plasmodium falciparum, ${ }^{164}$ or the NS3 protease of hepatitis C. ${ }^{165}$ The zymogens will only be cleaved in cells containing these proteases, resulting in an anti-viral and anti-parasitic therapeutic with high specificity. The three zymogens that were developed previously are based on RNase A and contain a peptide linker between the N and C termini. The peptide linker is between $10-14$ amino acids in length and is composed of a protease recognition sequence for cleavage that, ideally, blocks access to the active site in order to abolish ribonucleolytic activity until cleaved by the appropriate protease.

RNase 1 is a promising candidate as a zymogen for urokinase. Because of the numerous design possibilities and questions, computational calculations can be a useful initial step to designing a RNase 1 zymogen. Specifically, explicit MD simulations could be used to test possible locations for the new N and C termini and the length of the peptide linker. Additionally, occlusion of the active site by the peptide linker could be predicted before and after cleavage. This prediction could reveal which zymogens can be expressed as soluble proteins in cells. Such solubility is critical to the development of an RNase 1 zymogen for urokinase as a clinical therapeutic due to the difficulties of purifying zymogens.

### 5.3 Plasma Clearance of Ribonucleases

Pharmacologic studies have shown only $10 \%$ of RNases remain in the plasma after only 15 min due to rapid renal filtration of ribonucleases. ${ }^{64}$ The glomerulus filters proteins that are smaller than $70-\mathrm{kDa}$ for excretion with the amount of protein filtered becoming progressively larger as protein size decreases. ${ }^{166}$ Because ONC, RNase A, and RNase 1 range in size from $11.8-14.1 \mathrm{kDa}$, they are highly susceptible to rapid renal excretion. Several strategies have been developed to increase the pharmacological half-life of ribonucleases. Covalent tethering of ribonucleases to form trimeric conjugates resulted in effective tumor inhibition with decreased frequency of administration and an RNase 1 variant currently in Phase I clinical trials. ${ }^{27}$ PEGylation of RNase A has been shown to increase circulation time, decrease susceptibility to protease degradation, and recently, to inhibit tumor growth dramatically in
xenograft mice with solid human tumors. ${ }^{167-169}$ However, these RNase variants demonstrate decreased cellular uptake due to the significant increase in their size.

Another approach to increasing circulation time could be to engineer ribonucleases that can bind albumin, resulting in a delayed release of the ribonuclease that would then demonstrate normal cellular uptake by tumorous cells. Preliminary results suggested that RONC binds bovine and human serum albumin. R-ONC exhibited greater amounts of cellular uptake than ONC in the presence of albumin; however, in the absence of albumin, R-ONC exhibited an even larger increase in internalization whereas ONC showed no difference. Further investigation of R-ONC is necessary as well as investigation of whether other cytotoxic ribonucleases can be engineered to bind albumin. Additionally, studies measuring the circulation time of R-ONC would be fruitful.
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