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ABSTRACT: The diazo group has attributes that complement those of
the azido group for applications in chemical biology. Here, we use
computational analyses to provide insights into the chemoselectivity of
the diazo group in 1,3-dipolar cycloadditions. Dipole distortion energies
are responsible for ∼80% of the overall energetic barrier for these
reactions. Here, we show that diazo compounds, unlike azides, provide
an opportunity to decrease that barrier substantially without introducing
strain into the dipolarophile. The ensuing rate enhancement is due to
the greater nucleophilic character of a diazo group compared to that of
an azido group, which can accommodate decreased distortion energies
without predistortion. The tuning of distortion energies with
substituents in a diazo compound or dipolarophile can enhance
reactivity and selectivity in a predictable manner. Notably, these
advantages of diazo groups are amplified in water. Our findings provide a
theoretical framework that can guide the design and application of both diazo compounds and azides in “orthogonal” contexts,
especially for biological investigations.

■ INTRODUCTION

“If one regards reactions as new only if they have no forerunners, not
even singular examples buried in the literature, then 1,3-dipolar
additions cannot claim novelty. But if one def ines reactions as novel
which are for the f irst time recognized for their generality, scope,
and mechanism, the judgment must be dif ferent.” Rolf Huisgen
(1961).1

More than a half-century has passed since this encouraging
manifesto. During that time, 1,3-dipolar cycloadditions have
elicited extraordinary ingenuity. These reactions are key steps
in countless synthetic routes.2 Moreover, 1,3-dipolar cyclo-
additions have spawned chemoselective reactions for biological
contexts, transforming the field of chemical biology.3 Though
azido groups have been the most prevalent reactant, their diazo
congeners can likewise participate in 1,3-dipolar cycloadditions,
and both dipoles survive cellular metabolism.4

The electronic tuning of unstrained dipolarophiles allows for
the selective reactivity of diazoacetamides over alkyl azides
(Scheme 1A).5 For example, unlike azides, diazoacetamides
exhibit site-selective reactivity with a natural amino acid residue,
dehydroalanine (Dha), at rates comparable to those of early
strain-promoted azide−alkyne cycloadditions (SPAAC).6 The
ability of diazoacetamides to react with electronically activated
alkenes facilitates conjugation to the many natural products that
contain this moiety (Scheme 1B).
The vast majority of efforts to optimize the kinetics of 1,3-

dipolar cycloaddition reactions for biological contexts have
focused on dipolarophiles, especially alkynes, that employ either

strain6,7 or strain along with electronic effects.8 Far less
emphasis has been placed on the dipoles.9,10 This trend
contravenes theoretical studies, which suggest that the bulk of
the activation barrier (∼80%) comes from the energy required
to distort the dipole to the geometry of the transition state
(TS).11 Owing to the inherent conjugation to its pendant
carbon, the diazo group is well-suited for optimization. Such
optimization might allow for dual-labeling strategies,4,9b,12

which require orthogonal reactions that remain chemoselective
in the presence of biological moieties.3 The small size, high
stability, and cycloaddition-reactivity of azido and diazo groups
make them attractive chemical reporters for such applications.
Our recent report of diazo-selective reactions with unstrained

alkenes in the presence of azides5a finding largely orthogonal
to current optimization strategieshas inspired us to examine
the importance of strain and electronic modulation on the rates
of 1,3-dipolar cycloadditions of azides and diazo compounds.
By using computational methods, including the distortion/
interaction analysis, which is also known as the activation strain
model,11,13 and Marcus theory,14 we reveal the special
importance of electronic effects on the cycloadditions of
diazo compounds. We find that the increased nucleophilicity of
diazo dipoles leads to unidirectional charge transfer (CT),
which is an optimal scenario for stabilizing TSs in polar
solvents, including water. We conclude that the importance of
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substituent effects on the cycloadditions of diazo compounds
provides a unique opportunity to control reactivity and enable
diazo-selective cycloadditions in the presence of azides.

■ RESULTS AND DISCUSSION
1,3-Cycloadditions of Diazo Compounds and Azides.

To understand the reactivity of significantly stabilized diazo
compounds in contrast to analogous azides while concentrating
on the role of substituent effects versus strain activation, we
examined a range of 1,3-cycloadditions between various dipoles.
We started with simple dipoles for basic insight (Tables 1 and
S1−S4; Figures S1 and S2) and then focused on the stabilizing
substituents that allow for experimentally accessible diazo
dipoles.
The diazo group has an intrinsic advantage relative to

analogous azides: enhanced tunability.15 The total range of
activation barriers for cycloadditions with diazo groups spans
21 kcal/mol (3−e TS to 7−c TS), whereas that for azides spans
only 10 kcal/mol (2−c TS to 4−f TS) (Table 1). Even with
diazoacetamide 5, which is relatively deactivated by con-
jugation, this range is 13 kcal/mol (Figure 1).
Diazo compounds prefer to undergo normal electron-

demand cycloadditions, in agreement with the increased
nucleophilicity of diazo compounds (Table S5).16 Accordingly,
we observed an increase in reactivity for diazo groups with
dipolarophiles containing electron-withdrawing substituents (d
and e).5,15b In contrast, azides show ambiphilic character,
benefiting from both donors and acceptors on the dipolar-
ophile. Still, electron-donating substituents on an alkene (e.g.,
in methyl vinyl ether, c) do not increase reactivity over ethylene
(a) until sufficient acceptor substituents are present on the

azide (6 and 8). This finding correlates well with earlier
studies.9a,e

The sensitivity to effects on reactivity provided by the
strategies of strain activation versus that of electronic tuning for
each type of dipole are apparent. The calculated barriers for
cycloadditions of each diazo compound (1, 3, 5, and 7) with
electron-deficient methyl vinyl ketone (e) are lower than those
for cycloadditions with cyclooctyne (f) (Table 1). In stark
contrast, the lowest barriers for cycloadditions of each azide (2,
4, 6, and 8) are observed with cyclooctyne.
Unlike strain, electron-withdrawing substituents on the

alkene allowed not only for increased reactivity with diazo
compounds, but also increased selectivity over azides. The
ΔΔE⧧ between diazoacetamide 5 and the analogous azide 6
was 4.3 kcal/mol for the parent ethylene TSs (5−a TS and 6−a
TS). Electronic activation increases this difference (ΔΔE⧧ = 8.5
kcal/mol for 5−e TS and 6−e TS), whereas strain decreases it
(ΔΔE⧧ = 3.0 kcal/mol for 5−f TS and 6−f TS). This
dichotomy is in agreement with previous findings by Domingo
and co-workers, who showed that propargylic-type 1,3-dipoles
display zwitterion-type reactivityconcerted reactions pro-
ceeding through a polar, asynchronous TSand are controlled
by the electronic character of reactants.16 To quantify the
extent of polarity in the TS, we examine CT by considering
NBO charges on the dipolarophile, where the reciprocal charge
resides on the 1,3-dipole (Figure 1).

Decreased Distortion Energies without Predistortion.
The current strategy for increasing reactivity in uncatalyzed
azide−alkyne cycloadditions employs the incorporation of
strain or modulation of electronics in cyclic alkynes.3,4,6−8,17

Strain activation, also termed distortion acceleration,18 has
provided reagents for chemical biology, but those reagents have
little selectivity between diazo and azido dipoles.5 Although
increased reactivity does not necessarily imply an inherent loss
of selectivity,19 retaining selectivity while increasing reactivity
requires a thorough understanding of those factors that lead to
increased reaction rates.
Cycloadditions of vastly different reaction energies often

proceed at comparable rates and, thus, cannot be explained via
a strict Bell−Evans−Polyani or Marcus treatment (vide
inf ra).11b,19 As a result, thermodynamic effects on TS energies
and timing are not straightforward. Nevertheless, predistortion
of the dipolarophile enforces a more reactant-like (i.e., early)
TS, disfavoring selectivity. Surprisingly, the approach of
predistorting starting materials is used commonly to accelerate

Scheme 1. (A) Selective Reactivity of Stabilized
Diazoacetamides with the Activated Alkene of Dha, a
Natural Amino Acid Residue, and (B) Exemplary Natural
Products Containing Activated Alkenes

Table 1. Activation Energies for Cycloadditions of Diazo
Compounds (X = CH) and Azides (X = N) Calculated at the
M06-2X/6-31+G(2d,p) Level of Theorya

aEnergies (kcal/mol) include solvation corrections (water) on gas-
phase geometries with the IEFPCM model (radii = UFF).
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cycloaddition reactions, even though the dipole displays a much
more product-like geometry in the TS, whereas the
dipolarophile remains relatively linear.11b Based on the
Hammond−Leffler postulate,20 the earlier TS of predistorted
compounds should have a negative effect on selectivity,19 in
agreement with calculated activation energies and previous
experimental results.4

The selectivity seen in many competing cycloadditions must
arise from the alternative strategy of FMO matching between
reactants.9e,21 More specifically, selectivity arises from the
smaller distortion energy required by dipoles with more closely
matched FMO energies, as revealed with distortion/interaction
(or activation strain) analysis, a computational tool utilized to
dissect reaction barriers in order to understand their
origins.11,13 The energy required to distort isolated reactants
to their TS geometries is termed the distortion energy

(ΔEdistortion⧧), and the energy gained when bringing these
high energy species together is the interaction energy
(ΔEinteraction⧧). The approach of FMO matching is superior
when the end goal is selective reactivity.19,22

SPAAC relies on decreased distortion energies of the
dipolarophile, which is the reactant that contributes only
∼20% of the overall barrier,23 whereas ∼80% of the distortion
energy arises from the 1,3-dipole.11b Diazo-group cyclo-
additions provide an opportunity to decrease dipole distortion
energies but without predistortion of the reactants. The
distortion energies of simple diazo compounds are, in essence,
always lower than those of simple azides because of the higher
energy of their highest occupied molecular orbital (HOMO)
(Figure S3).11b Although electron-withdrawing substituents on
the diazo group have been shown to increase distortion
energies as a result of HOMO stabilization,24 analogous azides

Figure 1. Exemplary transition geometries of diazo- and azido-cycloadditions calculated at the M06-2X/6-31+G(2d,p) level of theory. Energies
(kcal/mol) and NBO charges on dipolarophiles (italics) include solvation corrections (water) on gas-phase geometries with the IEFPCM model
(radii = UFF).

Figure 2. Distortion/interaction analysis for selected diazo- and azido-cycloadditions calculated at the M06-2X/6-31+G(2d,p) level of theory.
Energies (kcal/mol) include solvation corrections (water) on gas-phase geometries with the IEFPCM model (radii = UFF).
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have not been examined to date. Thus, we sought to reveal
factors responsible for the increased reactivity of stabilized
diazo compounds over analogous azides.25 We focused on
diazoacetamide 5 and the analogous azide 6, as this substitution
pattern provides readily accessible compounds but displays
attractive substituent effects on reaction kinetics (Figure 2).
Cycloadditions of diazo compounds benefit from decreased

distortion energies and increased interaction energies (Table
S6; Figures S4 and S5). The total of the distortion energies
required to reach the TS of the electronically tuned
diazoacetamide-methyl vinyl ketone cycloaddition 5−e TS is
significantly less than that for the analogous azido-cycloaddition
6−e TS (23.8 versus 27.4 kcal/mol) and is slightly less than
that for the distortion-accelerated methylcarbamoyl azide-
cyclooctyne cycloaddition 6−f TS (23.8 versus 24.1
kcal/mol). In addition, the diazoacetamide-methyl vinyl ketone
cycloaddition 5−e TS benefits greatly from increased
interaction energies relative to both 6−e TS and 6−f TS
(−11.4 versus −6.7 and −7.1 kcal/mol, respectively). The large
interaction energies are a direct consequence of the high
nucleophilicity of the diazo group (Table S5), resulting in
highly asynchronous TSs and a high degree of CT in those TSs
(Figure 1).26

Distortion/interaction analysis11b,13a reveals further insights
into the efficacies of strain activation and electronic tuning
(Figure S6). Again, cycloadditions of diazo compounds are
affected more by electronic tuning than are those of the
analogous azides. Whereas electronic activation decreases the
total of the distortion energies by 2.8 kcal/mol for the
diazoacetamide (26.6 versus 23.8 kcal/mol for 5−a TS and 5−e
TS), the decrease is only 2.0 kcal/mol for the analogous azide
(29.4 versus 27.4 kcal/mol for 6−a TS and 6−e TS).
Comparing the same TSs, a much larger increase in interaction
energies is observed for the diazoacetamide 5 than for the azide
6 (4.3 versus 1.1 kcal/mol).
The effects of strain activation are more pronounced for

azide 6, despite a lower overall barrier for diazoacetamide 5.
Although the diazoacetamide shows a larger decrease in total
distortion energies as a result of strain activation (relative to
electronic modulation, ∼3 kcal/mol), 4.5 kcal/mol (26.6 versus
22.1 kcal/mol for 5−a TS and 5−f TS), the decrease is even
larger for the analogous azido-cycloadditions, 5.3 kcal/mol
(29.4 versus 24.1 kcal/mol for 6−a TS and 6−f TS). In
addition, the 1.2 kcal/mol increase in interaction energy for
diazoacetamide cycloadditions involving strain activation (5−a
TS and 5−f TS) is much smaller than the 4.3 kcal/mol increase
as a result of electronic tuning (5−a TS and 5−e TS). In
contrast, azide 6 shows a larger increase in interaction energies
as a result of strain activation than as a result of electronic
tuning (1.5 versus 1.1 kcal/mol for 6−f TS and 6−e TS,
respectively). The distinction stems from the ambiphilic
character of the dipole of the azido group, relative to the
more nucleophilic dipole of the diazo group, and its benefiting
from the decreased gap between the energy of the HOMO and
the lowest unoccupied molecular orbital (LUMO) upon alkyne
distortion (vide inf ra).
Electron-withdrawing substituents on diazo compounds 5

and 7 increase the dipole distortion energies relative to
diazomethane (1) and diazoethane (3) (Table S6). Yet, little
effect is seen on the interaction energies. In comparison,
electron-withdrawing substituents on azides 6 and 8 have the
same effect on distortion energies, but also decrease interaction
energies. With electron-deficient dipoles such as diazo

compounds 5 and 7, interaction energies remain largest for
the electron-deficient dipolarophile methyl vinyl ketone (e)
(−11.4 kcal/mol in 5−e TS). In contrast, azides 6 and 8 show
larger interaction energies upon reaction with the electron-rich
methyl vinyl ether (c) (−10.6 kcal/mol in 6−c TS), consistent
with the ambiphilic nature of azides.27

When strong electron-withdrawing groups are incorporated
into the 1,3-dipole, total distortion energies for diazo-
cycloadditions become similar to those for the analogous
azide (e.g., 7 versus 8), and the interaction energies begin to
determine the relative reactivities (Table S6). This trend is
expected from the distortion/interaction analysis, as strong
intramolecular interactions in stabilized reactants are traded for
intermolecular interactions in the TS, simultaneously increasing
both distortion and interaction energies. This trade can be
understood by examining the electronic nature of the dipoles of
diazo compound 7 and azide 8 (Figure 3). The diazo moiety

has a single lone pair of electrons, residing within an
unhybridized p-orbital. To react, a diazo group must bend in
an alternative mode relative to an azido group, which contains
two orthogonal lone pairs. Delocalization of the carbon lone
pair of diazopropanone 7 into the carbonyl π* orbital (78.1
kcal/mol) is exchanged for delocalization into the nascent C−C
bond. Although much energy is lost upon termination of
interactions in the reactant (distortion energy), energy is gained
upon bond formation in the TS (interaction energy). The
distortion energy of acetyl azide 8 is similar to that of
diazopropanone 7, despite a higher degree of bending in the
azide (∼139° versus ∼145°) in its reaction with methyl vinyl
ketone (Table S6; Figure S2). The similarity arises from the
sacrifice of the weaker nN → σCO* hyperconjugative
interaction (9.1 kcal/mol) in the azide TS (8−e TS), while
maintaining π-conjugation.

Key Interactions in Cycloadditions of Diazo Com-
pounds. The transient nature of TSs renders their
investigation difficult. A number of theoretical methods have
been developed to understand the basis for substituent effects
on reactivity,14,19,20,28 often examining the nature of the
reactants and products of a transformation and describing the
TS as a hybrid of these longer-lived species. The effects of
reaction thermodynamics on barrier height and timing, in
accord with the Hammond−Leffler postulate20 (i.e., early

Figure 3. Comparison of bending in diazopropanone (7) and acetyl
azide (8) and effects on (hyper)conjugation. The larger decrease in
conjugation in diazopropanone leads to similar distortion energies
despite less bending. TS geometries are for 7−e TS and 8−e TS.
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versus late), are understood by treating each minimum as a
parabola and the TS as the point at which the two parabolas
cross.14,20,28 Per this analysis, an exothermic reaction results in a
crossing point energetically closer to the reactants than in a
thermoneutral process.
Based on these principles, Marcus theory is of great utility in

the dissection of reaction barriers, correlating kinetic reactivity
with thermochemistry, as in the equation:14

Δ = Δ + Δ +
Δ

Δ
⧧ ⧧

‡E E E
E

E
1
2 160 rxn

rxn
2

0 (1)

The intrinsic reaction barrier (ΔE0⧧), which is the reaction
barrier for a hypothetical thermoneutral reaction, is useful for
understanding electronic effects that govern chemical trans-
formations,29 and the variability of this term overcomes the
limitations of simply blending minima to describe the TS.19,30

The last term in the equation can be neglected unless the
reaction is highly exothermic (large ΔErxn) or the intrinsic
barrier is low (small ΔE0

⧧). Then, eq 1 reduces to ΔΔE⧧ = 1/2
ΔErxn, which is the assumption made in the empirical Bell−
Evans−Polyani relationship.28
Our focus is on the difference in cycloaddition reactivity

between diazo compounds and azides. A general Marcus
relationship was observed previously for the cycloadditions of
simple dipoles with the simplest dipolarophile, ethylene.11b Our
study examines a broad range of cycloadditions, thereby
providing the opportunity to illuminate subtle electronic
differences and their importance throughout the reaction
coordinate. For example, a plot of ΔE⧧ versus ΔErxn for all
alkene cycloadditions from Table 1 reveals little correlation (R2

= 0.27, Figure S7). Separating the diazo and azido dipoles gives
even lower correlation (R2 = 0.23 and 0.0003, respectively,
Figure S7). Interestingly, separate plots of electron-deficient
alkenes (d and e) and of electron-neutral/rich alkenes (a, b,
and c) show a high correlation between ΔE⧧ and ΔErxn (Figure
4) especially for the cycloadditions of diazo compounds (R2 =

0.98 and 0.92, respectively). Notably, the differences in intrinsic
barriers between the two sets of reactions for diazo-cyclo-
additions are much larger (≥10 kcal/mol) than for azido-
cycloadditions (4−5 kcal/mol) (Table S7). The greater
importance of substituent effects, especially in the TS, for
cycloadditions of diazo compounds provides the opportunity
for increased reactivity and selectivity (for further analysis of

substituent effects utilizing global reactivity indices, see Table
S5 and Figures S8 and S9).

Implications for Design of Orthogonal Cycloaddi-
tions. Our comparison of azides and diazo compounds in 1,3-
dipolar cycloadditions unveils important principles for endow-
ing reactivity and selectivity (Figure 5). As azides are relatively
ambiphilic, strain activation decreases the activation barriers not
only by predistorting toward TS geometries, but also by
increasing the ambiphilicity of the alkyne by decreasing the
HOMO−LUMO gap. As a result, when strain alone is used to
increase reactivity, as with bicyclo[6.1.0]non-4-yne (BCN),
cycloaddition of an alkyl azide actually outcompetes that of the
diazoacetamide.4 On the other hand, even the stabilized
diazoacetamide 5 is a relatively nucleophilic dipole. Hence,
increased electrophilicity of reacting partnersattained by
incorporating electron-withdrawing substituentsbecomes
more important than in cycloadditions with azido conge-
ners.5,32

To evaluate the degree of selectivity provided by each
principle, we sought to compare the efficacy of strain activation
and electronic tuning among model dipoles resembling those
used previously as chemical reporters (Figures 6 and S10).4 A
general decrease in barriers for both diazoacetamide 5 and azide
9 is observed with increasing strain (Figure 6A) or with
increased electron-withdrawing capability (Figure 6B). When
activated by strain, the reactivity of both dipoles is highly
sensitive to increased strain in the cycloalkyne. Still, the ΔΔE⧧

values between the azide and diazo group are within ∼0.6 kcal/
mol for the reactions with cyclooctyne, 2-butyne, and
cyclononyne (f−h), providing little selectivity. Selectivity is
predicted in highly strained systems like cycloheptyne or
cyclohexyne, but this outcome arises from the lowering of the
LUMO energy by alkyne bending (Figure S6).8e Overall, our
computational data and previous experimental results5

demonstrate that strain activation alone is not able to generate
selective reactivity for a diazoacetamide versus an analogous
azide.
Diazo-cycloadditions show a greater dependency on the

LUMO energy of the dipolarophile than do azido-cyclo-
additions (Figure 6B). Simply changing the dipolarophile from
ethylene (a) to nitroethylene (n) increases the relative
cycloaddition rate from 7 to >103. Despite the deactivating
and stabilizing effects of conjugation, the diazo HOMO remains
higher in energy than does that of the azide (Figures S3 and
S6). In addition, the calculated barrier of (12.3 kcal/mol) for
the cycloaddition of diazoacetamide 5 with methyl vinyl ketone
(e) is lower than that (14.4 kcal/mol) for the cycloaddition of
azide 9 with cyclooctyne (f). Again, the difference is in accord
with the increased reactivity of diazo groups over alkyl azides,5

allowing for reactions with unstrained alkenes that are able to
surpass first-generation SPAAC.6

Solvent Effects on Cycloadditions. The higher-energy
HOMO of stabilized diazo compounds as compared to similar
azides results in both decreased distortion energies and
increased interaction energies, allowing for the chemoselectivity
of diazo groups with matched dipolarophiles. Importantly, these
interactions are largely unidirectional, from the diazo
compound to the dipolarophile, leading to a highly
asynchronous TS. The result is a significant degree of CT in
the TS, a feature that can be exploited in polar solvents.4

Reactions insensitive to (and even accelerated by) water are of
particular interest for green chemistry34 and an absolute
requirement for chemical biology.35

Figure 4. Activation energies versus reaction energies separated by
dipoles and activated and nonactivated dipolarophiles for cyclo-
additions from Table 1.31
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The early notion that cycloaddition rates have little solvent
dependence36 was abandoned long ago.37 Experimental38 and
theoretical39 reports show that not only aggregation but also TS
stabilization via hydrogen bonding are responsible for enhanced
rates in water. In previous reports, we observed larger rate
increases in aqueous conditions for diazo- than azido-
cycloadditions.4,5,15b Here, we examined solvent effects on a
series of electron-deficient alkenes examined experimentally5 in
comparison to solvent effects with a strained dipolarophile,
cyclooctyne.

Solvation optimizations with the IEFPCM model give similar
activation energies for cycloadditions in acetonitrile and water
(Figure S11). As the IEFPCM solvation model does not
include explicit hydrogen bonding, its corrections should be
considered to be only a first approximation of solvation
effects,40 especially when explicit hydrogen bonding can lead to
a large stabilization of the TS.39c

Effects of hydrogen bonding on reaction barriers were
examined by using explicit water molecules (Figure S11). To
simplify calculations and provide a simple method to predict
the extent of solvent effects, we focused our attention on the
extent of CT in the TS. Upon calculating NBO charges on
reacting fragments in the TS, we found a much larger degree of
CT in cycloadditions of diazoacetamide 5 in comparison to
those of azide 9, especially with methyl vinyl ketone (e) (Figure
7).21b This dichotomy is indicative of a more polar TS for the
reaction with the diazo compound and thus larger rate
enhancements due to polar solvents. This distinction is

Figure 5. Alternative principles govern the cycloadditions of azides and diazo compounds. Alkyne distortion increases ambiphilicity relative to 2-
butyne, which is an optimal scenario for the ambiphilic azide dipole (left). Increasing electrophilicity primes the alkyne for increased reactivity with
the more nucleophilic diazo compound (right). Orbital energies are given relative to the HOMO of 2-butyne for the ground state (GS) and TS
geometries, as indicated. aEnergies given for the LUMO+1 (see: Figures S3 and S5).

Figure 6. Comparison of activation via strain (A) or electron-
withdrawing substituents (B) for 1,3-dipolar cycloadditions of
diazoacetamide 5 (filled circles) and azide 9 (open circles). Strain
energies were calculated from the isodesmic equation in ref 33.
Activation energies were calculated at the M06-2X/6-31+G(2d,p) level
of theory. Energies (kcal/mol) include solvation corrections (water)
on gas-phase geometries with the IEFPCM model (radii = UFF).

Figure 7. Electrostatic potential maps calculated at the B3LYP/6-
31G(d) level of theory on M06-2X/6-31+G(2d,p) geometries. NBO
charges (italics) were calculated at the M06-2X/6-31+G(2d,p) level of
theory and include solvation corrections (water) on gas-phase
geometries with the IEFPCM model (radii = UFF).
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noteworthy, as the diazo group is conjugated to the amide,
whereas the azido group is not.
The CT in cycloadditions with strained aliphatic dipolar-

ophiles is typically less than that with electron-deficient alkenes.
In contrast, we recently reported on diazoacetamide−aza-
dibenzocyclooctyne cycloadditions, which display a transfer of
0.14 e− from the diazo compound, but only a transfer of 0.08 e−

from the azide.4,5 Recently reported inverse electron-demand
cycloadditions of azides with BCN show a similar magnitude of
CT in the TS, but these cycloadditions transfer electrons from
the electron-rich BCN to electron-poor azides (0.22−0.26
e−).9e

■ CONCLUSIONS

Diazo compounds have numerous advantages as dipoles in
cycloadditions. First and foremost is the intrinsic tunability of
their dipole to facilitate reaction with a particular dipolarophile.
Others have stated that the “primary importance in the design
and synthesis of reactive cycloalkynes for copper-free click
chemistry is ring strain, followed by electronic activation and
steric effects.”41,42 In contrast, we believe that a strategy based
on the proper pairing of electronics in reacting partners is a
more powerful means to achieve high and selective reactivity in
1,3-dipolar cycloadditions.19

The greater nucleophilic character of diazo groups over that
of azido groups leads to more rapid cycloadditions. This
nucleophilicity accommodates decreased distortion energies
without the need for predistortion of dipolarophiles. In addition
to decreased distortion energies, tuned cycloadditions of diazo
compounds also display increased interaction energies. Thus,
the tuning of FMOs allows for increased selectivity and
reactivity for diazo compounds. In contrast, the strategy of
strain activation (or distortion acceleration)18 decreases total
distortion energies to a larger extent, but at the expense of a
smaller increase in interaction energies. Accordingly, the
prominence of substituent effects in 1,3-dipolar cycloadditions
of diazo compounds allows for the development of chemo-
selective transformations in the presence of azides and ensuing
dual-labeling strategies. In this regard, the diazo group is poised
for application in chemical biology to meet the rising demand
for “orthogonal−bioorthogonal” reactions in bioconjugation
and chemical reporter strategies.3

■ EXPERIMENTAL SECTION
Computational Details. Optimizations were performed with

Gaussian 09 software43 at the M06-2X level of theory44 and the 6-
31+G(2d,p) basis set. M06-2X has been shown to describe trends in
reactivity accurately for cycloadditions.45 Optimizations were
performed in the gas-phase, followed by single-point solvation
corrections. An IEFPCM dielectric continuum solvent model for
water with UFF radii was employed. Frequency calculations were
performed to confirm stationary points as minima or first-order saddle
points. All ΔE and ΔE⧧ values include zero-point corrections.
Alternative mechanisms for 1,3-dipolar cycloadditions are some-

times possible (e.g., stepwise or biradical).16b,46 We do not expect
these mechanisms to be operational in our cycloaddtions, due to
seminal work,47 small solvent effects in previous studies,5 and previous
calculations suggesting that a diradical mechanism is unlikely in
reactions of propargylic 1,3-dipoles.11b,48 Nevertheless, we explored
alternative possibilities and confirmed that a concerted mechanism is
the most energetically favored in cases where a stepwise TS was
located (Figure S12).
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